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Abstract
We propose Tseng’s extragradient methods for finding a solution of variational
inequality problems associated with pseudomonotone vector fields in Hadamard
manifolds. Under standard assumptions such as pseudomonotone and Lipschitz
continuous vector fields, we prove that any sequence generated by the proposed
methods converges to a solution of variational inequality problem, whenever it exits.
Moreover, we give some numerical experiments to illustrate our main results.
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1 Introduction
The theory of variational inequality problems, which was firstly introduced by Stam-
pacchia [1], has significant applications in numerous fields, for example, optimal con-
trol, boundary valued problems, network equilibrium problems, and so forth. It has been
widely concentrated on finite- or infinite-dimensional linear spaces; see, for instance, [2–
7] and the bibliography therein.

Let K be a nonempty, closed, and convex subset of a real Hilbert space H and T : K → H
a single-valued operator. The variational inequality problem (VIP) is to find x∗ ∈ K such
that

〈
Tx∗, y – x∗〉 ≥ 0, ∀y ∈ K . (1)

Many researches have been proposed and analyzed iterative algorithms for approximat-
ing the solution of variational inequality problem (1), such as the simplest projection
method [4, 8], the extragradient method [9], and the subgradient extragradient method
[10–12].
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One popular method is the well-known Tseng’s extragradient method presented by
Tseng [13]. The algorithm is described as follows:

⎧
⎨

⎩
yn = πK (xn – μTxn),

xn+1 = yn – μ(Tyn – Txn), ∀n ≥ 1.

The weak convergence of this method was established in [13] under the additional as-
sumption that T is monotone Lipschitz continuous, and further studied in [14] for the
case when T is pseudomonotone Lipschitz continuous. Recently, Tseng’s extragradient
method has been studied by many authors; see, for instance, [6, 7, 15–18] and the refer-
ences therein.

Recently, several nonlinear issues appeared in fixed point, variational inclusion, equi-
librium, and optimization problems trying to adapt the theory from linear spaces to non-
linear systems because certain problems cannot be posed in a linear space and require a
manifold structure. The extension of the concept, techniques, as well as methods from lin-
ear spaces to Riemannian manifolds has some significant advantages. For example, some
constrained optimization problems can be viewed as unconstrained ones from the Rie-
mannian geometry perspective, another advantage is that some optimization problems
with nonconvex objective functions become convex through the introduction of an appro-
priate Riemannian metric. The investigation of extensions and development of nonlinear
problem techniques has got a lot of consideration. Therefore, many authors have focused
on the Riemannian framework; see, for example, [19–28] and the references therein.

Let M be an Hadamard manifold, TM the tangent bundle of M, K a nonempty, closed,
geodesic convex subset of M and exp an exponential mapping. In 2003, Németh [22] in-
troduced the variational inequality problem on an Hadamard manifold which is to find
x∗ ∈ K such that

〈
Tx∗, exp–1

x∗ y
〉 ≥ 0, ∀y ∈ K , (2)

where T : K → TM is a single-valued vector field. The author generalized some basic exis-
tence and uniqueness theorems of the classical theory of variational inequality problems
from Euclidean spaces to Hadamard manifolds. We use VIP(T , K) to denote the set of
solutions of the variational inequality problem (2). Inspired by [22], many authors fur-
ther studied this problem in Riemannian manifolds. See, for instance, Li et al. [29] who
studied the variational inequality problems on general Riemannian manifolds. Tang et al.
[30] introduced the proximal point method for variational inequalities with pseudomono-
tone vector fields. Ferreira et al. [31] suggested an extragradient-type algorithm for solving
variational inequality problem (2) on Hadamard manifolds. The Korpelevich’s method to
solve variational inequality problems was presented by Tang and Huang [32]. Tang et al.
[33] extended a projection-type method for variational inequalities from Euclidean spaces
to Hadamard manifolds. In 2019, Junfeng et al. [23] purposed two Tseng’s extragradient
methods to solve variational inequality problem (2) in Hadamard manifolds. Under the
assumption that T is pseudomonotone Lipschitz continuous, the authors proved that a
sequences generated by the proposed methods converge to solutions of variational in-
equality problems on Hadamard manifolds. The step sizes in the first algorithm are ob-
tained by using a line search, and in the second they are found just by using two previous
iterates, so it is unnecessary to know the Lipschitz constants.
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Motivated by the above results, in this article we purpose three effective Tseng’s extra-
gradient methods for solving variational inequality (2) on Hadamard manifolds. The step
sizes in the first algorithm depend on the Lipschitz constant, for the second we obtain
them by using a line search, and for the last one only we get them by using two previous
iterates. For the last two algorithms, the Lipschitz constant need not be known. Under ap-
propriate assumptions, we prove that any sequence generated by the proposed methods
converges to a solution of variational inequality (2).

The rest of the paper is as follows: In Sect. 2, we present some vital ideas of geometry
and nonlinear examination in Riemannian manifolds which can be discovered in any stan-
dard book on manifolds, such as [34–37], and will be needed in the sequel. In Sect. 3, our
three algorithms based on Tseng’s extragradient method for variational inequality are pre-
sented, and we analyze their convergence on Hadamard manifolds. In Sect. 4, we provide
numerical examples to show the efficiency of the proposed algorithms. In Sect. 5, we give
remarks and conclusions.

2 Preliminaries
Let M be a connected finite-dimensional manifold. For p ∈ M, let TpM be the tangent
space of M at p, which is a vector space of the same dimension as M. The tangent bundle
of M is denoted by TM =

⋃
p∈M TpM. A smooth mapping 〈·, ·〉 : TM × TM → R is said

to be a Riemannian metric on M if 〈·, ·〉p : TpM × TpM → R is an inner product for all
x ∈ M. We denote by ‖ · ‖p the norm corresponding to the inner product 〈·, ·〉p on TpM. If
there is no confusion, we omit the subscript p. A differentiable manifold M endowed with
a Riemannian metric 〈·, ·〉 is said to be a Riemannian manifold.

The length of a piecewise smooth curve ω : [a, b] → M joining ω(a) = p to ω(b) = q,
through L(ω) =

∫ b
a ‖ω′(t)‖dt, where ω′(t) is the tangent vector at ω(t) in the tangent space

Tω(t)M. Minimizing this length functional over the set of all such curves, we obtain a Rie-
mannian distance d(p, q) which induces the original topology on M.

Let ∇ be a Levi-Civita connection associated with the Riemannian manifold M. Given
a smooth curve ω, a smooth vector field X along ω is said to be parallel if ∇ω′X = 0 where
0 denotes the zero section of TM. If ω′ itself is parallel, we say that ω is a geodesic, and in
this case ‖ω′‖ is a constant. When ‖ω′‖ = 1, ω is said to be normalized. A geodesic joining
p to q in M is said to be a minimizing geodesic if its length equals to d(p, q).

The parallel transport Pω,ω(b),ω(a) : Tω(a)M → Tω(b)M on the tangent bundle TM along
ω : [a, b] →R with respect to ∇ is defined by

Pω,ω(b),ω(a)(v) = V
(
ω(b)

)
, ∀a, b ∈R and v ∈ Tω(a)M,

where V is the unique vector field such that ∇ω′(t)V = 0 for all t ∈ [a, b] and V (ω(a)) = v.
If ω is a minimizing geodesic joining p to q, then we write Pq,p instead of Pω,q,p. Note that,
for every a, b, b1, b2 ∈R, we have

Pω(b2),ω(b1) ◦ Pω(b1),ω(a) = Pω(b2),ω(a) and P–1
ω(b),ω(a) = Pω(a),ω(b).

Also Pω(b),ω(a) is an isometry from Tω(a)M to Tω(b)M, that is, the parallel transport preserves
the inner product

〈
Pω(b),ω(a)(u), Pω(b),ω(a)(v)

〉
ω(b) = 〈u, v〉ω(a), ∀u, v ∈ Tω(a)M. (3)
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A Riemannian manifold M is said to be complete if for all p ∈ M, all geodesics emanating
starting from p are defined for all t ∈R. Hopf–Rinow theorem asserts that if M is complete
then any pair of points in M can be joined by a minimizing geodesic. Moreover, (M, d)
is a complete metric space, every bounded closed subset is compact. If M is a complete
Riemannian manifold, then the exponential map expp : TpM → M at p ∈ M is defined by

expp ν = ων(1, p), ∀ν ∈ TpM,

where ων(·, p) is the geodesic starting from p with velocity ν (i.e., ων(0, p) = p and
ω′

ν(0, p) = ν). Then, for any value of t, we have expp tν = ων(t, p) and expp 0 = ων(0, p) = p.
Note that the mapping expp is differentiable on TpM for every p ∈ M. The exponential map
has inverse exp–1

p : M → TpM. Moreover, for any p, q ∈ M, we have d(p, q) = ‖ exp–1
p q‖.

A complete simply connected Riemannian manifold of nonpositive sectional curvature
is said to be an Hadamard manifold. In the remaining part of this paper, M will denote a
finite-dimensional Hadamard manifold.

The following proposition is outstanding and will be helpful.

Proposition 1 ([34]) Let p ∈ M. The exponential mapping expp : TpM → M is a diffeo-
morphism, and for any two points p, q ∈ M there exists a unique normalized geodesic join-
ing p to q, which is can be expressed by the formula

ω(t) = expp t exp–1
p q, ∀t ∈ [0, 1].

A geodesic triangle (p1, p2, p3) of a Riemannian manifold M is a set consisting of three
points p1, p2, and p3, and three minimizing geodesics joining these points.

Proposition 2 ([34]) Let (p1, p2, p3) be a geodesic triangle in M. Then

d2(p1, p2) + d2(p2, p3) – 2
〈
exp–1

p2 p1, exp–1
p2 p3

〉 ≤ d2(p3, p1), (4)

and

d2(p1, p2) ≤ 〈
exp–1

p1 p3, exp–1
p1 p2

〉
+

〈
exp–1

p2 p3, exp–1
p2 p1

〉
. (5)

Moreover, if α is the angle at p1, then we have

〈
exp–1

p1 p2, exp–1
p1 p3

〉
= d(p2, p1)d(p1, p3) cosα.

The following relation between geodesic triangles in Riemannian manifolds and trian-
gles in R

2 can be found in [37].

Lemma 1 ([37]) Let (p1, p2, p3) be a geodesic triangle in M. Then, there exists a trian-
gle (p1, p2, p3) for (p1, p2, p3) such that d(pi, pi+1) = ‖pi – pi+1‖, with the indices taken
modulo 3; it is unique up to an isometry of R2.

The triangle (p1, p2, p3) in Lemma 1 is said to be a comparison triangle for (p1, p2, p3).
The points p1, p2, p3 are called comparison points to the points p1, p2, p3, respectively.



Khammahawong et al. Fixed Point Theory Algorithms Sci Eng          (2021) 2021:5 Page 5 of 20

Lemma 2 Let (p1, p2, p3) be a geodesic triangle in M and (p1, p2, p3) be its comparison
triangle.

(i) Let α1, α2, α3 (respectively, α1, α2, α3) be the angles of (p1, p2, p3) (respectively,
(p1, p2, p3)) at the vertices p1, p2, p3 (respectively, p1, p2, p3). Then

α1 ≤ α1, α2 ≤ α2, and α3 ≤ α3.

(ii) Let q be a point on the geodesic joining p1 to p2 and q its comparison point in the
interval [p1, p2]. If d(p1, q) = ‖p1 – q‖ and d(p2, q) = ‖p2 – q‖, then
d(p3, q) ≤ ‖p3 – q‖.

Definition 1 A subset K in an Hadamard manifold M is called geodesic convex if for all p
and q in K , and for any geodesic ω : [a, b] → M, a, b ∈ R such that p = ω(a) and q = ω(b),
one has ω((1 – t)a + tb) ∈ K , for all t ∈ [0, 1].

Definition 2 A function f : M → R is called geodesic convex if for any geodesic ω in M,
the composition function f ◦ ω : [a, b] →R is convex, that is,

(f ◦ ω)
(
ta + (1 – t)b

) ≤ t(f ◦ ω)(a) + (1 – t)(f ◦ ω)(b), a, b ∈R, and ∀t ∈ [0, 1].

The following remarks and lemma will be helpful in the sequel.

Remark 1 ([25]) If x, y ∈ M and v ∈ TxM, then

〈
v, – exp–1

x y
〉

=
〈
v, Px,y exp–1

y x
〉
=

〈
Py,xv, exp–1

y x
〉
. (6)

Remark 2 ([23]) Let x, y, z ∈ M and v ∈ TxM. By using (5) and Remark 1,

〈
v, exp–1

x y
〉 ≤ 〈

v, exp–1
x z

〉
+

〈
v, Px,z exp–1

z y
〉
. (7)

Lemma 3 ([25]) Let x0 ∈ M and {xn} ⊂ M with xn → x0. Then the following assertions
hold:

(i) For any y ∈ M, we have exp–1
xn y → exp–1

x0 y and exp–1
y xn → exp–1

y x0;
(ii) If vn ∈ Txn M and vn → v0, then v0 ∈ Tx0 M;

(iii) Let un, vn ∈ Txn M and u0, v0 ∈ Tx0 M, if un → u0 and vn → v0, then
〈un, vn〉 → 〈u0, v0〉;

(iv) For every u ∈ Tx0 M, the function V : M → TM, defined by V (x) = Px,x0 u for all
x ∈ M, is continuous on M.

Next, we present some concept of monotonicity and Lipschitz continuity of a single-
valued vector field. Let K be a nonempty subset of M and X (K) denote the set of all single-
valued vector fields T : K → TM such that Tx ∈ TxM, for each x ∈ K .

Definition 3 ([26, 32]) A vector field T ∈X (K) is called
(i) monotone if

〈
Tx, exp–1

x y
〉
+

〈
Ty, exp–1

y x
〉 ≤ 0, ∀x, y ∈ K ;



Khammahawong et al. Fixed Point Theory Algorithms Sci Eng          (2021) 2021:5 Page 6 of 20

(ii) pseudomonotone if

〈
Tx, exp–1

x y
〉 ≥ 0 ⇒ 〈

Ty, exp–1
y x

〉 ≤ 0, ∀x, y ∈ K ;

(iii) �-Lipschitz continuous if there is � > 0 such that

‖Px,yTy – Tx‖ ≤ �d(x, y), ∀x, y ∈ K .

Let us end this section with the following results which are essential in establishing our
main convergence theorems.

Definition 4 ([19]) Let K be a nonempty subset of M and {xn} be a sequence in M. Then
{xn} is said to be Fejér monotone with respect to K if for all p ∈ K and n ∈N,

d(xn+1, p) ≤ d(xn, p).

Lemma 4 ([19]) Let K be a nonempty subset of M and {xn} ⊂ M be a sequence in M such
that {xn} is Fejér monotone with respect to K . Then the following hold:

(i) For every p ∈ K , d(xn, p) converges;
(ii) {xn} is bounded;

(iii) Assume that every cluster point of {xn} belongs to K , then {xn} converges to a point
in K .

3 Main results
In this section, we discuss three algorithms for solving pseudomonotone variational prob-
lems. Throughout the remainder of this paper, unless explicitly stated otherwise, K always
denotes a nonempty, closed, geodesic convex subset of an Hadamard manifold M. Con-
sider a vector field T ∈ X (K). In order to solve the variational inequality problem (2), we
consider the following assumptions:

(H1) VIP(T , K) is nonempty.
(H2) The vector field T ∈X (K) is pseudomonotone and �-Lipschitz continuous.
First, we introduced a Tseng’s extragradient method for the variational inequality (2) on

Hadamard manifolds. The step sizes in this algorithm are obtained employing the Lips-
chitz constant. The algorithm is described as Algorithm 1.

The following remark gives us a stopping criterion.

Remark 3 If xn = yn, then xn is a solution. In view of (8), we get

0 ≤
〈
Pyn ,xn Txn –

1
μn

exp–1
yn xn, exp–1

yn y
〉

=
〈
Txn, exp–1

xn y
〉
, ∀y ∈ K ,

then xn ∈ VIP(T , K).

To prove the convergence of Algorithm 1, we need the following lemma.
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Algorithm 1 Tseng’s extragradient method
Initialization: Let � > 0, μn be a real positive sequence such that 0 < μ′ ≤ μn ≤ μ′′ < 1

�
,

and x0 ∈ M be an initial point.
Iterative Steps: Given xn ∈ K , calculate xn+1 as follows:
Step 1. Compute yn such that

〈
Pyn ,xn Txn –

1
μn

exp–1
yn xn, exp–1

yn y
〉
≥ 0, ∀y ∈ K . (8)

If xn = yn, then stop, xn is a solution. Otherwise,
Step 2. Compute

xn+1 = expyn μn(Pyn ,xn Txn – Tyn). (9)

Set n =: n + 1 and go back to Step 1.

Lemma 5 Suppose that assumptions (H1)–(H2) hold. Let {xn} be a sequence generated by
Algorithm 1. Then

d2(xn+1, x) ≤ d2(xn, x) –
(
1 – �2μ2

n
)
d2(xn, yn), ∀x ∈ VIP(T , K). (10)

Proof Let x ∈ VIP(T , K), then from (8), we obtain

〈
Pyn ,xn Txn –

1
μn

exp–1
yn xn, exp–1

yn x
〉
≥ 0,

that is,

〈
exp–1

yn xn, exp–1
yn x

〉 ≤ μn
〈
Pyn ,xn Txn, exp–1

yn x
〉
. (11)

As x ∈ VIP(T , K), this implies 〈Tx, exp–1
x yn〉 ≥ 0. Since T is pseudomonotone, then we get

〈Tyn, exp–1
yn x〉 ≤ 0. Now,

〈
Tyn – Pyn ,xn Txn, exp–1

yn x
〉

=
〈
Tyn, exp–1

yn x
〉
–

〈
Pyn ,xn Txn, exp–1

yn x
〉

≤ –
〈
Pyn ,xn Txn, exp–1

yn x
〉
. (12)

Fix n ∈ N. Let (yn, xn, x) ⊆ M be a geodesic triangle with vertices yn, xn, and x, and
(yn, xn, x) ⊆R

2 be the corresponding comparison triangle. Then, we have

d(yn, x) = ‖yn – x‖, d(xn, x) = ‖xn – x‖, and d(yn, xn) = ‖yn – xn‖.

Again, letting (xn+1, yn, x) ⊆ M be a geodesic triangle with vertices xn+1, yn, and x, and
(xn+1, yn, x) ⊆R

2 be the corresponding comparison triangle, one obtains

d(xn+1, x) = ‖xn+1 – x‖, d(yn, x) = ‖yn – x‖, and d(xn+1, yn) = ‖xn+1 – yn‖.
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Now,

d2(xn+1, x) = ‖xn+1 – x‖2

=
∥∥(xn+1 – yn) + (yn – x)

∥∥2

= ‖yn – x‖2 + ‖xn+1 – yn‖2 + 2〈xn+1 – yn, yn – x〉
=

∥∥(yn – xn) + (xn – x)
∥∥2 + ‖xn+1 – yn‖2 + 2〈xn+1 – yn, yn – x〉

= ‖yn – xn‖2 + ‖xn – x‖2 + 2〈yn – xn, xn – x〉 + ‖xn+1 – yn‖2

+ 2〈xn+1 – yn, yn – x〉
= ‖yn – xn‖2 + ‖xn – x‖2 – 2〈yn – xn, yn – xn〉 + 2〈yn – xn, yn – x〉

+ ‖xn+1 – yn‖2 + 2〈xn+1 – yn, yn – x〉 + 2‖yn – x‖2 – 2‖yn – x‖2

= ‖xn – x‖2 – ‖yn – xn‖2 + ‖xn+1 – yn‖2 + 2〈xn – yn, x – yn〉
+ 2〈xn+1 – yn, yn – x〉 + 2〈yn – x, yn – x〉 – 2‖yn – x‖2

= d2(xn, x) – d2(yn, xn) + ‖xn+1 – yn‖2 + 2〈xn – yn, x – yn〉
+ 2〈xn+1 – x, yn – x〉 – 2d2(yn, x). (13)

If α, α are the angles at the vertices yn yn, in view of Lemma 2, we get α ≤ α. In addition,
by Proposition 2, we have

〈xn – yn, x – yn〉 = ‖xn – yn‖‖x – yn‖ cosα

= d(xn, yn)d(yn, x) cosα

≤ d(xn, yn)d(yn, x) cosα

=
〈
exp–1

yn xn, exp–1
yn x

〉
. (14)

Repeating the same argument as above yields

〈xn+1 – x, yn – x〉 ≤ 〈
exp–1

x xn+1, exp–1
x yn

〉
(15)

and

‖xn+1 – yn‖2 = 〈xn+1 – yn, xn+1 – yn〉
≤ 〈

exp–1
yn xn+1, exp–1

yn xn+1
〉

=
∥∥exp–1

yn xn+1
∥∥2

= μ2
n‖Pyn ,xn Txn – Tyn‖2. (16)

Substituting (14), (15), and (16) into (13), we get

d2(xn+1, x) ≤ d2(xn, x) – d2(yn, xn) + μ2
n‖Pyn ,xn Txn – Tyn‖2

+ 2
〈
exp–1

yn xn, exp–1
yn x

〉
+ 2

〈
exp–1

x xn+1, exp–1
x yn

〉
– 2d2(yn, x).
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It follows from Remark 2 that the last inequality becomes

d2(xn+1, x) ≤ d2(xn, x) – d2(yn, xn) + μ2
n‖Pyn ,xn Txn – Tyn‖2

+ 2
〈
exp–1

yn xn, exp–1
yn x

〉
+ 2

〈
exp–1

x yn, exp–1
x yn

〉

+ 2
〈
Px,yn exp–1

yn xn+1, exp–1
x yn

〉
– 2d2(yn, x)

= d2(xn, x) – d2(yn, xn) + μ2
n‖Pyn ,xn Txn – Tyn‖2

+ 2
〈
exp–1

yn xn, exp–1
yn x

〉
– 2

〈
exp–1

yn xn+1, exp–1
yn x

〉
.

From the definition of xn+1 = expyn μn(Pyn ,xn Txn – Tyn), we get exp–1
yn xn+1 = μn(Pyn ,xn Txn –

Tyn). From the above inequality, we obtain

d2(xn+1, x) ≤ d2(xn, x) – d2(yn, xn) + μ2
n‖Pyn ,xn Txn – Tyn‖2

+ 2
〈
exp–1

yn xn, exp–1
yn x

〉
+ 2μn

〈
Tyn – Pyn ,xn Txn, exp–1

yn x
〉
. (17)

Substituting (11) and (12) into (17) and using the fact that T is �-Lipschitz continuous,
we deduce that

d2(xn+1, x) ≤ d2(xn, x) – d2(yn, xn) + �2μ2
nd(xn, yn)

+ 2μn
〈
Pyn ,xn Txn, exp–1

yn x
〉
– 2μn

〈
Pyn ,xn Txn, exp–1

yn x
〉
.

Thus,

d2(xn+1, x) ≤ d2(xn, x) –
(
1 – �2μ2

n
)
d2(xn, yn), ∀x ∈ VIP(T , K).

Therefore, the proof is completed. �

In the light of the above lemma, we have the following result on the convergence of
Algorithm 1.

Theorem 1 Suppose that assumptions (H1)–(H2) hold. Then the sequence {xn} generated
by Algorithm 1 converges to a solution of the variational inequality problem (2).

Proof Since 0 < μ′ ≤ μn ≤ μ′′ < 1
�

, we deduce that 0 < �μn < 1. This implies that 0 < 1 –
�2μ2

n < 1. Let x∗ ∈ VIP(T , K). In view of (10), we obtain

d2(xn+1, x∗) ≤ d2(xn, x∗) –
(
1 – �2μ2

n
)
d2(xn, yn) (18)

≤ d2(xn, x∗).

Therefore, {xn} is Fejér monotone with respect to VIP(T , K).
Next, we show that limn→∞ d(xn, yn) = 0. By rearranging (18), and using μn ∈ [μ′,μ′′],

we have

d2(xn, yn) ≤ 1
1 – �2μ2

n

(
d2(xn, x∗) – d2(xn+1, x∗)) (19)

≤ 1
1 – �2μ′′2

n

(
d2(xn, x∗) – d2(xn+1, x∗)).
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Since {xn} is Fejér monotone with respect to VIP(T , K), by (i) of Lemma 4, limn→∞ d(xn, x∗)
exists. Letting n → ∞ in (19), we obtain

lim
n→∞ d(xn, yn) = 0. (20)

From the fact that the sequence {xn} is Fejér monotone and by (ii) of Lemma 4, {xn} is
bounded. Hence, there exists a subsequence {xnk } of {xn} which converges to a cluster point
u of {xn}. In view of (20), we get ynk → u as k → ∞. Next, we show that u ∈ VIP(T , K).
From (8), we get

〈
Pynk ,xnk

Txnk –
1

μnk

exp–1
ynk

xnk , exp–1
ynk

y
〉
≥ 0, ∀y ∈ K ,

and we further have

〈
exp–1

ynk
xnk – μnk Pynk ,xnk

Txnk , exp–1
ynk

y
〉 ≤ 0, ∀y ∈ K .

Noting Remarks 2 and 3 in the last inequality gives

0 ≥ 〈
exp–1

ynk
xnk – μnk Pynk ,xnk

Txnk , exp–1
ynk

y
〉

=
〈
exp–1

ynk
xnk , exp–1

ynk
y
〉
– μnk

〈
Pynk ,xnk

Txnk , exp–1
ynk

y
〉

≥ 〈
exp–1

ynk
xnk , exp–1

ynk
y
〉
– μnk

〈
Pynk ,xnk

Txnk , exp–1
ynk

xnk

〉
– μnk

〈
Pynk ,xnk

Txnk , Pynk ,xnk
exp–1

xnk
y
〉

=
〈
exp–1

ynk
xnk , exp–1

ynk
y
〉
– μnk

〈
Pynk ,xnk

Txnk , exp–1
ynk

xnk

〉
– μnk

〈
Txnk , exp–1

xnk
y
〉
. (21)

It follows from (21) that

〈
Txnk , exp–1

xnk
y
〉 ≥ 1

μnk

〈
exp–1

ynk
xnk , exp–1

ynk
y
〉
+

〈
Txnk , exp–1

xnk
ynk

〉
.

Since μn ∈ [μ′,μ′′], and hence

〈
Txnk , exp–1

xnk
y
〉 ≥ 1

μ′
〈
exp–1

ynk
xnk , exp–1

ynk
y
〉
+

〈
Txnk , exp–1

xnk
ynk

〉
.

Utilizing Lemma 3 and letting k → ∞, we get

〈
Tu, exp–1

u y
〉 ≥ 0, ∀y ∈ K ,

which implies that u ∈ VIP(T , K). By (iii) of Lemma 4, the sequence {xn} generated by
Algorithm 1 converges to a solution of the problem (2). This completes the proof. �

The step sizes in Algorithm 1 rely upon the Lipschitz constants. Unfortunately, these
constants are often unknown or difficult to approximate. Next, we present Tseng’s extra-
gradient method when the Lipschitz constant is unknown. Then the algorithm reads as
Algorithm 2.

To prove the convergence of Algorithm 2, we need the following lemmas.
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Algorithm 2 Tseng’s extragradient method with line search
Initialization: Choose η > 0, l ∈ (0, 1), τ ∈ (0, 1), and let x0 ∈ M be an initial point.
Iterative Steps: Given xn ∈ K , calculate xn+1 as follows:
Step 1. Compute yn such that

〈
Pyn ,xn Txn –

1
μn

exp–1
yn xn, exp–1

yn y
〉
≥ 0, ∀y ∈ K ,

where μn is chosen to be the largest μ ∈ {η,ηl,ηl2, . . .} satisfying

μ‖Pyn ,xn Txn – Tyn‖ ≤ τd(xn, yn). (22)

If xn = yn, then stop, xn is a solution. Otherwise,
Step 2. Compute

xn+1 = expyn μn(Pyn ,xn Txn – Tyn).

Set n =: n + 1 and go back to Step 1.

Lemma 6 ([23]) The Armijo-like search rule (22) is well defined and

min

{
η,

τ l
�

}
≤ μn ≤ η.

Lemma 7 Let {xn} be a sequence generated by Algorithm 2. Then

d2(xn+1, x) ≤ d2(xn, x) –
(
1 – τ 2)d2(xn, yn), ∀x ∈ VIP(T , K). (23)

Proof Let x ∈ VIP(T , K). Then, according to the proof of Lemma 5, we can obtain the
following inequality:

d2(xn+1, x) ≤ d2(xn, x) – d2(xn, yn) + μ2
n‖Pyn ,xn Txn – Tyn‖2.

Using (22), one obtains

d2(xn+1, x) ≤ d2(xn, x) – d2(xn, yn) + τ 2d2(xn, yn)

= d2(xn, x) –
(
1 – τ 2)d2(xn, yn). (24)

Therefore, the proof is completed. �

Based on the above two lemmas, we have the following result on the convergence of
Algorithm 2.

Theorem 2 Suppose that assumptions (H1)–(H2) hold. Then the sequence {xn} generated
by Algorithm 2 converges to a solution of the variational inequality problem (2).
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Proof Let x∗ ∈ VIP(T , K). Since τ ∈ (0, 1), by (23), we get

d2(xn+1, x∗) ≤ d2(xn, x∗) –
(
1 – τ 2)d2(xn, yn) (25)

≤ d2(xn, x∗).

Therefore, {xn} is Fejér monotone with respect to VIP(T , K).
Next, we show that limn→∞ d(xn, yn) = 0. In view of (25) and τ ∈ (0, 1), we have

(
1 – τ 2)d2(xn, yn) ≤ d2(xn, x∗) – d2(xn+1, x∗),

and we further have

d2(xn, yn) ≤ 1
1 – τ 2

(
d2(xn, x∗) – d2(xn+1, x∗)). (26)

Since {xn} is Fejér monotone with respect to VIP(T , K), using Lemma 4, limn→∞ d(xn, x∗)
exists. By letting n → ∞ in (26), we obtain

lim
n→∞ d(xn, yn) = 0.

Since the sequence {xn} is Fejér monotone, by (ii) of Lemma 4, {xn} is bounded. Hence,
there exists a subsequence {xnk } of {xn} which converges to a cluster point u of {xn}. Now,
using an argument similar to the proof of the fact that u ∈ VIP(T , K) in Theorem 1, we
have u ∈ VIP(T , K), as required. By (iii) of Lemma 4, the sequence {xn} generated by Algo-
rithm 2 converges to a solution of the problem (2). Therefore, the proof is completed. �

Next, we present a modified Tseng’s extragradient method to solve the variational in-
equality (2). The step sizes in this algorithm are obtained by simple updating, as opposed
to utilizing the line search, which brings about a lower computational cost. More precisely,
the algorithm is designed as Algorithm 3.

To prove the convergence of Algorithm 3, we need the following results.

Lemma 8 ([23]) The sequence {μn} generated by Algorithm 3 is monotonically decreasing
with lower bound min

{
τ
�

,μ0
}

.

Remark 4 ([23]) By Lemma 8, the limit of {μn} exists. We denote μ = limn→∞ μn. Then
μ > 0 and limn→∞

(
μn

μn+1

)
= 1.

Lemma 9 Let {xn} be a sequence generated by Algorithm 3. Then

d2(xn+1, x) ≤ d2(xn, x) –
(

1 – μ2
n

τ 2

μ2
n+1

)
d2(xn, yn), ∀x ∈ VIP(T , K). (27)

Proof It is easy to see that, by the definition of {μn}, we have

‖Pyn ,xn Txn – Tyn‖ ≤ τ

μn+1
d(xn, yn), ∀n ∈N. (28)
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Algorithm 3 Modified Tseng’s extragradient method
Initialization: Choose μ0 > 0, τ ∈ (0, 1), and let x0 ∈ M be an initial point.
Iterative Steps: Given xn ∈ K , calculate xn+1 as follows:
Step 1. Compute yn such that

〈
Pyn ,xn Txn –

1
μn

exp–1
yn xn, exp–1

yn y
〉
≥ 0, ∀y ∈ K . (29)

If xn = yn, then stop, xn is a solution. Otherwise,
Step 2. Compute

xn+1 = expyn μn(Pyn ,xn Txn – Tyn), (30)

and update

μn+1 =

⎧
⎨

⎩
min

{
τd(xn ,yn)

‖Pyn ,xn Txn–Tyn‖ ,μn

}
if ‖Pyn ,xn Txn – Tyn‖ �= 0,

μn otherwise.
(31)

Set n =: n + 1 and go back to Step 1.

Indeed, if Txn = Tyn then the inequality (28) holds. Otherwise, we have

μn+1 = min

{
τd(xn, yn)

‖Pyn ,xn Txn – Tyn‖ ,μn

}
≤ τd(xn, yn)

‖Pyn ,xn Txn – Tyn‖ .

This implies that

‖Pyn ,xn Txn – Tyn‖ ≤ τ

μn+1
d(xn, yn).

Therefore, the inequality (28) holds when Txn = Tyn and Txn �= Tyn.
Letting x ∈ VIP(T , K), similarly as in the proof of Lemma 5 we can deduce the following

inequality:

d2(xn+1, x) ≤ d2(xn, x) – d2(xn, yn) + μ2
n‖Pyn ,xn Txn – Tyn‖2.

Substituting (31) into the above inequality, we get

d2(xn+1, x) ≤ d2(xn, x) – d2(xn, yn) + μ2
n

τ 2

μ2
n+1

d2(xn, yn)

= d2(xn, x) –
(

1 – μ2
n

τ 2

μ2
n+1

)
d2(xn, yn).

Therefore, the proof is completed. �

From the above results, now we ready to prove the convergence of Algorithm 3.

Theorem 3 Suppose that assumptions (H1)–(H2) hold. Then the sequence {xn} generated
by Algorithm 3 converges to a solution of the variational inequality problem (2).
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Proof Let x∗ ∈ VIP(T , K). Then by (27) we have

d2(xn+1, x∗) ≤ d2(xn, x∗) –
(

1 – μ2
n

τ 2

μ2
n+1

)
d2(xn, yn). (32)

From Remark 4, we have

lim
n→∞

(
1 – μ2

n
τ 2

μ2
n+1

)
= 1 – τ 2 > 0, (33)

that is, for some N ≥ 0, for all n ≥ N , such that 1 –μ2
n

τ2

μ2
n+1

> 0. It suggests that d(xn+1, x∗) ≤
d(xn, x∗) for all n ≥ N . Therefore, {xn} is Fejér monotone with respect to VIP(T , K).

Next, we show that limn→∞ d(xn, yn) = 0. From (32), we have

(
1 – μ2

n
τ 2

μ2
n+1

)
d2(xn, yn) ≤ d2(xn, x∗) – d2(xn+1, x∗),

and we further have

d2(xn, yn) ≤ 1
1 – μ2

n
τ2

μ2
n+1

(
d2(xn, x∗) – d2(xn+1, x∗)). (34)

Since {xn} is Fejér monotone with respect to VIP(T , K), using Lemma 4, limn→∞ d(xn, x∗)
exists. By letting n → ∞ in (26), we obtain

lim
n→∞ d(xn, yn) = 0.

Since the sequence {xn} is Fejér monotone, by (ii) of Lemma 4, {xn} is bounded. Hence,
there exists a subsequence {xnk } of {xn} which converges to a cluster point u of {xn}. Now,
using an argument similar to the proof of the fact that u ∈ VIP(T , K) in Theorem 1, we
have u ∈ VIP(T , K), as required. By (iii) of Lemma 4, the sequence {xn} generated by Algo-
rithm 3 converges to a solution of the problem (2). Therefore, the proof is completed. �

4 Numerical experiments
In this section, we present three numerical examples in the framework of Hadamard man-
ifolds to represent convergence of Algorithms 1, 2, and 3. All programs are written in Mat-
lab R2016b and computed on PC Intel(R) Core(TM) i7 @1.80 GHz, with 8.00 GB RAM.

Let M := R
++ = {x ∈ R : x > 0} and (R++, 〈·, ·〉) be the Riemannian manifold, and 〈·, ·〉 the

Riemannian metric defined by

〈u, v〉 :=
1
x2 uv,

for all vectors u, v ∈ TxM. The tangent space at x ∈ M is denoted by TxM. For x ∈ M, the
tangent space TxM at x equalsR. In addition, the parallel transport is the identity mapping.
The Riemannian distance d : M × M →R

+ is defined by

d(x, y) :=
∣∣∣∣ln

x
y

∣∣∣∣, ∀x, y ∈ M;
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see, for instance, [35]. Then, (R++, 〈·, ·〉) is an Hadamard manifold, and the unique geodesic
ω : R → M starting from ω(0) = x with v = ω′(0) ∈ TxM is defined by ω(t) := xe(vt/x). There-
fore,

expx tv = xe(vt/x).

The inverse exponential map is defined by

exp–1
x y = ω′(0) = x ln

y
x

.

Example 1 Let K = [1, +∞) be a geodesic convex subset of R++, and T : K →R be a single-
valued vector field defined by

Tx :=
x
2

ln x, ∀x ∈ K .

Let x, y ∈ K and 〈Tx, exp–1
x y〉 ≥ 0, then we have

〈
Ty, exp–1

y x
〉 ≤ 〈

Ty, exp–1
y x

〉
+

〈
Tx, exp–1

x y
〉

=
1
y2

(
y
2

ln y
)(

y ln
x
y

)
+

1
x2

(
x
2

ln x
)(

x ln
y
x

)

=
ln y
2

ln
x
y

+
ln x
2

ln
y
x

= –
1
2

ln2 x
y

≤ 0.

Hence, T is pseudomonotone. Next, we show that T is Lipschitz continuous. Given
x, y ∈ K ,

‖Px,yTx – Ty‖2 =
∥∥∥∥

x
2

ln x –
y
2

ln y
∥∥∥∥

2

=
∥∥∥∥

x
2

ln x
∥∥∥∥

2

– 2
∥∥∥∥

x
2

ln x
∥∥∥∥

∥∥∥∥
y
2

ln y
∥∥∥∥ +

∥∥∥∥
y
2

ln y
∥∥∥∥

2

=
1
4

ln2 x –
2
4

ln x ln y +
1
4

ln2 y

=
1
4

ln2 x
y

=
1
4

d2(x, y),

and thus, T is 1/2-Lipschitz continuous. So, T is pseudomonotone and 1/2-Lipschitz con-
tinuous. Clearly, the variational inequality has a unique solution. Hence,

〈
Tx∗, exp–1

x∗ y
〉

=
1

x∗2

(
x∗

2
ln x∗

)(
x∗ ln

x∗

y

)

=
ln x∗

2
ln

x∗

y
≥ 0, y ∈ K

⇔ x∗ = 1.
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Table 1 The numerical results for Example 1

Iteration no. Algorithm 1 Algorithm 2 Algorithm 3

0 2 2 2
1 1.8686 1.8148 1.9034
5 1.4408 1.4105 1.6109
9 1.2112 1.1771 1.4212
13 1.0992 1.0837 1.2947
17 1.0460 1.0398 1.2083
21 1.0211 1.0173 1.1485
25 1.0097 1.0083 1.1064
29 1.0044 1.0036 1.0766
33 1.0020 1.0017 1.0553
37 1.0009 1.0007 1.0400
41 1.0004 1.0003 1.0300
45 1.0002 1.0002 1.0210
49 1.0001 1.0001 1.0153

Figure 1 Iterative process of Example 1

We deduce that VIP(T , K) = {1}. Choose η = l = τ = 0.5 and let μn = 1
2 – 1

n+3 . With the
initial point x0 = 2, the numerical results of Algorithms 1, 2, and 3 are shown in Table 1
and Fig. 1.

Example 2 Let K = [1, 2] be a geodesic convex subset of R++, and T : K → R be a single-
valued vector field defined by

Tx := –x ln
2
x

, ∀x ∈ K .

Let x, y ∈ K and 〈Tx, exp–1
x y〉 ≥ 0. Then we have

〈
Ty, exp–1

y x
〉 ≤ 〈

Ty, exp–1
y x

〉
+

〈
Tx, exp–1

x y
〉

=
1
y2

(
–y ln

2
y

)(
y ln

x
y

)
+

1
x2

(
–x ln

2
x

)(
x ln

y
x

)

=
(

– ln
2
y

)(
ln

x
y

)
+

(
– ln

2
x

)(
ln

y
x

)

= – ln 2 ln
x
y

+ ln y ln
x
y

– ln 2 ln
y
x

+ ln x ln
y
x

= – ln 2 ln 1 + ln y ln
x
y

+ ln x ln
y
x
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=
(
ln x ln y – ln2 y + ln x ln y – ln2 x

)

= – ln2 x
y

≤ 0.

Hence, T is pseudomonotone, and it is easy to see that T is 1-Lipschitz continuous.
Thereby, T is pseudomonotone and 1-Lipschitz continuous. Clearly, the variational in-
equality has a unique solution. Hence,

〈
Tx∗, exp–1

x∗ y
〉

=
1

x∗2

(
–x∗ ln

2
x∗

)(
x∗ ln

x∗

y

)

= – ln
2
x∗ ln

x∗

y
≥ 0, y ∈ K

⇔ x∗ = 2.

We deduce that VIP(T , K) = {2}. Choose η = l = τ = 0.5 and let μn = 1
2 – 1

n+3 . With the
initial point x0 = 1, the numerical results of Algorithms 1, 2, and 3 are shown in Table 2
and Fig. 2.

Table 2 The numerical results for Example 2

Iteration no. Algorithm 1 Algorithm 2 Algorithm 3

0 1 1 1
1 1.1706 1.3163 1.1706
5 1.7059 1.7389 1.6242
9 1.9056 1.9060 1.8341
13 1.9698 1.9684 1.9274
17 1.9904 1.9901 1.9683
21 1.9969 1.9969 1.9862
25 1.9990 1.9990 1.9940
29 1.9997 1.9997 1.9974
33 1.9999 2.0000 1.9989
37 2.0000 2.0000 1.9995
41 2.0000 2.0000 1.9998
45 2.0000 2.0000 1.9999
49 2.0000 2.0000 2.0000

Figure 2 Iterative process of Example 2
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Table 3 The numerical results of Algorithms 1, 2, and 3 for the number of iterations (Iteration) and
the computing time (Time) measured in seconds with n = 20, 50, 100, 200

Dimension Algorithm 1 Algorithm 2 Algorithm 3

Iteration Time Iteration Time Iteration Time

50 47 0.0051 29 0.0221 76 0.0188
46 0.0083 28 0.0158 75 0.0137

100 48 0.0041 29 0.0161 77 0.0130
48 0.0039 29 0.0320 77 0.0208

500 51 0.0111 29 0.0202 76 0.0148
51 0.0101 29 0.0276 76 0.0164

Example 3 Following [38], let R
++
n is the product space of R

++, that is, R
++
n = {x =

(x1, x2, . . . , xn) ∈ R
n : xi > 0, i = 1, . . . , n}. Let M = (R++

n , 〈·, ·〉) with the metric defined by
〈u, v〉 := uT V (x)v, for x ∈ R

++
n and u, v ∈ TxR

++
n where V (x) is a diagonal metric de-

fined by V (x) = diag(x–2
1 , x–2

2 , . . . , x–2
n ). In addition, the Riemannian distance is defined by

d(x, y) :=
√∑n

i=1 ln2 xi
yi

, for all x, y ∈R
++
n .

Let K = {x = (x1, x2, . . . , xn) : 1 ≤ xi ≤ 10, i = 1, 2, . . . , n} be a closed, geodesic convex sub-
set of R++

n and T : K →R
n be a single-valued vector field defined by

(Tx)i := xi ln xi, i = 1, 2, . . . , n.

This vector filed is a monotone and 1-Lipschitz continuous on R
++
n , see [39, Example 1].

We choose η = l = τ = 0.5 and let μn = 1
2 – 1

n+3 . The starting points are randomly generated
by the MATLAB built-in function rand:

x0 = 1 + rand(n, 1).

The terminal criterion is d(xn, yn) ≤ ε. For the numerical experiment, we take ε = 10–5,
and n = 50, 100, 500. The number of iterations (Iteration) and the computing time (Time)
measured in seconds are described in Table 3.

The aforementioned results have delineated that Algorithm 1 is much quicker than Al-
gorithms 2 and 3. In particular, if the Lipschitz-type constants are known, Algorithm 1
works well. Regardless of whether the Lipschitz constants are needed or not, we observe
that Algorithm 2 is much quicker than Algorithm 3. However, Algorithm 3 has a lower
computational cost than Algorithm 2.

5 Conclusions
In this paper, we focus on the variational inequality problem in Hadamard manifolds.
Three Tseng’s-type methods are purposed to solve pseudomonotone variational inequal-
ity problems. The convergence of the proposed algorithms is established under standard
conditions. Moreover, numerical experiments are supplied to illustrate the effectiveness
of our algorithms.
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