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Abstract
Let C be a closed and convex subset of a real Hilbert space H. Let T be a Lipschitzian
pseudocontractive mapping of C into itself, A be a γ -inverse strongly monotone
mapping of C into H and let B be a maximal monotone operator on H such that the
domain of B is included in C. We introduce an iteration scheme for finding a
minimum-norm point of F(T )∩ (A + B)–1(0). Application to a common element of the
set of fixed points of a Lipschitzian pseudocontractive and solutions of variational
inequality for α-inverse strongly monotone mappings is included. Our theorems
improve and unify most of the results that have been proved in this direction for this
important class of nonlinear mappings. To the best of our knowledge,
approximating a common fixed point of pseudocontractive mappings with explicit
scheme has not been possible and our result is even the first result that states the
solution of a variational inequality in the set of fixed points of pseudocontractive
mappings. Our scheme which is explicit is the best to use for the problem under
consideration.
MSC: 47H05; 47H09; 47J25

Keywords: fixed points; monotone mappings; pseudocontractive mappings; strong
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1 Introduction
Let C be a closed convex subset of a real Hilbert spaceH . Amapping T : C →H is called a
contraction mapping if there exists L ∈ [, ) such that ‖Tx–Ty‖ ≤ L‖x– y‖ for all x, y ∈ C.
If L =  thenT is callednonexpansive.T is called quasi-nonexpansive if ‖Tx–Tp‖ ≤ ‖x–p‖
for all x ∈ C and p ∈ F(T), where F(T) := {x ∈ C : Tx = x}, the set of fixed points of T .
A mapping T is called γ -strictly pseudocontractive [] if and only if there exists γ ∈ [, )
such that

‖Tx – Ty‖ ≤ ‖x – y‖ + γ
∥∥(I – T)x – (I – T)y

∥∥, for all x, y ∈ C, (.)

and T is called pseudocontractive if

‖Tx – Ty‖ ≤ ‖x – y‖ + ∥∥(I – T)x – (I – T)y
∥∥, for all x, y ∈ C, (.)
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where I is the identitymapping.Wenote that inequalities (.) and (.) can be equivalently
written as

〈x – y,Tx – Ty〉 ≤ ‖x – y‖ – λ
∥∥(I – T)x – (I – T)y

∥∥, (.)

for some λ > , and

〈x – y,Tx – Ty〉 ≤ ‖x – y‖, for all x, y ∈ C, (.)

respectively.
Clearly, the class of nonexpansive mappings is a subset of the class of γ -strictly pseu-

docontractive mappings and the class of γ -strictly pseudocontractive is contained in the
class of pseudocontractivemappings.Moreover, this inclusion is strict due to the following
example in [].
Take X = R

, B = {x ∈ R
 : ‖x‖ ≤ }, B = {x ∈ B : ‖x‖ ≤ 

 }, B = {x ∈ B : 
 ≤ ‖x‖ ≤ }. If

x = (a,b) ∈ X we define x⊥ to be (b, –a) ∈ X. Define T : B → B by

Tx =

{
x + x⊥, if x ∈ B,
x

‖x‖ – x + x⊥, if x ∈ B.
(.)

Then T is a Lipschitzian and pseudocontractive mapping but not a strictly pseudocon-
tractive mapping.
Closely related to the class of pseudocontractivemappings is the class ofmonotonemap-

pings. A mapping A : C → H is calledmonotone if

〈x – y,Ax –Ay〉 ≥ , for all x, y ∈ C, (.)

and A is called γ -inverse strongly monotone if there exists a positive real number γ such
that

〈x – y,Ax –Ay〉 ≥ γ ‖Ax –Ay‖, for all x, y ∈ C. (.)

If A is γ -inverse strongly monotone, then inequality (.) implies that A is Lipschitzian
with constant L := 

γ
, that is, ‖Ax –Ay‖ ≤ 

γ
‖x – y‖, for all x, y ∈ C.

We remark the T is γ -strictly pseudocontractive if and only if A := (I – T) is γ -inverse
strongly monotone and T is pseudocontractive if and only if A := (I – T) is monotone.
Clearly, the class ofmonotonemappings includes the class of γ -inverse stronglymonotone
mappings. We note that the inclusion is proper. This can be seen from the example in [].
Take A := (I –T), where T is as in (.). Then we see that A is monotone but not γ -inverse
strongly monotone as T is not strictly pseudocontractive.
A mapping A is calledmaximal monotone if it is monotone andR(I + rA), the range of

(I + rA), is H for all r > . If A is maximal monotone, then to each r >  and x ∈ H , there
corresponds a unique element xr ∈D(A) satisfying

x ∈ xr + rAxr .

We denote the resolvent ofA by Jrx = xr . That is, Jr = (I+rA)– for all r > . IfA ismonotone
then Jr := (I + rA)– is nonexpansive single valued mapping fromR(I + rA) into D(A) and
F(Jr) =N(A) (see []).
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It is nowwell known (see e.g. []) that ifA is monotone then the solutions of the equation
Ax =  correspond to the equilibrium points of some evolution systems. Consequently,
considerable research efforts, especially within the past  years or so, have been devoted
to iterative methods for approximating the zeros of monotone mapping A or fixed point
of pseudocontractive mapping T (see, for example, [–]).
Let A be a nonlinear mapping on H . Consider the problem of finding

u ∈ C such that  ∈ Au. (.)

When A is a maximal monotone mapping, a well-known methods for solving (.) is the
proximal point algorithm: x = x ∈H , and

xn+ = Jrnxn, n = , , , . . . ,

where Jrn = (I + rnA)– and {rn} ⊂ (,∞), then Rockafellar [] (also see []) proved that
the sequence {xn} converges weakly to an element of A–().
In [], Kamimura and Takahashi investigated the problem of finding a zero point of a

maximal monotone mapping by considering the following iterative algorithm:

x ∈ H , xn+ = αnxn + ( – αn)Jλnxn, n = , , . . . , (.)

where {αn} is a sequence in (, ), {λn} is a positive sequence, A : H → H is a maximal
monotone, and Jλn = (I + λnA)–. They showed that the sequence {xn} generated by (.)
converges weakly to some z ∈ A–() in the framework of real Hilbert spaces, provided
that the control sequences satisfy some restrictions.
Let C be a nonempty, closed and convex subset of H and A : C → H be a nonlin-

ear mapping. The variational inequality problem which was introduced and studied by
Stampacchia [] is to:

find u ∈ C such that 〈Au, v – u〉 ≥ , ∀v ∈ C. (.)

The set of solutions of the variational inequality problem is denoted by VI(C,A).
Variational inequality theory has emerged as an important tool in studying a wide class

of numerous problems in physics, optimization, variational inequalities, minimax prob-
lems, and theNash equilibrium problems in noncooperative games (see, for instance, [–
]).
In [], Takahashi and Toyoda investigated the problem of finding a common point of

solutions of the variational inequality problem (.) for A : C → H a γ -inverse strongly
monotonemapping and fixed points of a nonexpansivemappingT : C → C by considering
the following iterative algorithm:

x ∈ H , xn+ = αnxn + ( – αn)TPC(xn – λnAxn), n = , , . . . , (.)

where {αn} is a sequence in (, ), {λn} is a positive sequence. They proved that the se-
quence {xn} generated by (.) converges weakly to some z ∈ VI(C,A) ∩ F(T) provided
that the control sequences satisfy some restrictions.
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It is worth to mention that the methods studied above give weak convergence theorems
in the framework of Hilbert spaces.
Regarding iterative method for a common point of fixed points of nonexpansive and

zeros of sum of two monotone mappings, Takahashi et al. [] proved the following the-
orem.

TheoremTT [] Let C be a nonempty closed and convex subset of a real Hilbert space H .
Let A be a γ -inverse strongly monotonemapping of C into H and let B be amaximalmono-
tone mapping on H such that the domain of B is included in C. Let Jλ = (I + λB)– be the
resolvent of B, for λ > , and let T be a nonexpansive mapping of C into itself such that
F(T)∩ (A + B)– �= ∅. Let x = x ∈ C and let {xn} ⊂ C be a sequence generated by

xn+ = βnxn + ( – βn)T
(
αnx + ( – αn)Jλn (xn – λnAxn)

)
, n = , , . . . ,

where {λn}, {βn} and {αn} satisfy certain conditions. Then {xn} converges strongly to a point
of F(T)∩ (A + B)–().

For other related results, we refer to [–].
A natural question arises: can we obtain an iterative scheme which converges strongly

to a common point of fixed points of the pseudocontractive mapping T and zeros of two
monotone mappings?
It is our purpose in this paper to introduce an iterative scheme which converges strongly

to a common minimum-norm point of fixed points of a Lipschitzian pseudocontractive
mapping and zeros of sum of twomonotonemappings. Application to a common element
of the set of fixed points of a Lipschitzian pseudocontractive mapping and solutions of
variational inequality for γ -inverse strongly monotone mapping is included. The results
obtained in this paper improve and extend the results of Kamimura and Takahashi [],
Takahashi and Toyoda [], Takahashi et al. [] and some other results in this direction.

2 Preliminaries
In what follows we shall make use of the following lemmas.

Lemma . [] Let C be a convex subset of a real Hilbert space H . Let x ∈ H . Then x =
PCx if and only if

〈z – x,x – x〉 ≤ , ∀z ∈ C.

We also remark that in a real Hilbert space H , the following identity holds:

‖x + y‖ ≤ ‖x‖ + 〈y,x + y〉, ∀x, y ∈H . (.)

Lemma. [] Let {an} be a sequence of nonnegative real numbers satisfying the following
relation:

an+ ≤ ( – αn)an + αnδn, n≥ n,

where {αn} ⊂ (, ) and {δn} ⊂ R satisfying the following conditions: limn→∞ αn = ,∑∞
n= αn =∞, and lim supn→∞ δn ≤ . Then limn→∞ an = .

http://www.fixedpointtheoryandapplications.com/content/2014/1/85


Shahzad and Zegeye Fixed Point Theory and Applications 2014, 2014:85 Page 5 of 15
http://www.fixedpointtheoryandapplications.com/content/2014/1/85

Lemma. [] LetH be a realHilbert space,C a closed convex subset of H andT : C → C
be a continuous pseudocontractive mapping, then

(i) F(T) is closed convex subset of C;
(ii) (I – T) is demiclosed at zero, i.e., if {xn} is a sequence in C such that xn ⇀ x and

Txn – xn → , as n→ ∞, then x = T(x).

Lemma. [] Let {an} be sequences of real numbers such that there exists a subsequence
{ni} of {n} such that ani < ani+ for all i ∈ N. Then there exists a nondecreasing sequence
{mk} ⊂ N such that mk → ∞ and the following properties are satisfied by all (sufficiently
large) numbers k ∈N:

amk ≤ amk+ and ak ≤ amk+.

In fact,mk =max{j ≤ k : aj < aj+}.

Lemma . [] Let H be a real Hilbert space. Then for all xi ∈ H and αi ∈ [, ] for i =
, , . . . ,n such that α + α + · · · + αn =  the following equality holds:

‖αx + αx + · · · + αnxn‖ =
n∑
i=

αi‖xi‖ –
∑

≤i,j≤n

αiαj‖xi – xj‖.

Lemma . [] Let C be a nonempty closed and convex subset of a real Hilbert space H .
Let A : C → E be γ -inverse strongly monotone mapping. Then, for  < μ < γ , the mapping
Aμx := (x –μAx) is nonexpansive.

Lemma . [] Let H be a Hilbert space. Let A : D(A) ⊆ H → H and B : D(B) ⊆ H →
H be maximal monotone mappings. Suppose that D(A) ∩ intD(B) �= ∅. Then A + B is a
maximal monotone mapping.

3 Main result
Theorem . Let C be a nonempty, closed and convex subset of a real Hilbert space H .
Let T : C → C be a Lipschitzian pseudocontractive mapping with Lipschitz constant L.
Let A : C → H be a γ -inverse strongly monotone mapping and B be a maximal monotone
mapping on H such that the domain of B is subset of C.Assume thatF = F(T)∩ (A+B)–()
is nonempty. Let {xn} be the sequence generated from an arbitrary x ∈ C by

{
yn = ( – βn)xn + βnTxn;
xn+ = PC[( – αn)(θnxn + δnTyn + γnTλnxn)],

(.)

where Tλn (xn) := (I +λnB)–(I –λnA)xn and {λn} ⊂ (a,b)⊂ (a, γ ), {θn}, {δn}, {γn} ⊂ (c,d) ⊂
(, ), {αn} ⊂ (, e) ⊂ (, ), for some a,b, c,d, e > , satisfying the following conditions:
(i) θn + δn + γn = , (ii) limn→∞ αn = ,

∑
αn = ∞; (iii) δn + γn ≤ βn ≤ β < √

+L+
, ∀n ≥ .

Then {xn} converges strongly to the minimum-norm point x∗ of F .

Proof From Lemma . and the fact that Jλn is nonexpansive we see that Tλn is nonexpan-
sive. Let p ∈ F . Then from (.), (.), Lemma . and using the fact that p = Tλn (p) we

http://www.fixedpointtheoryandapplications.com/content/2014/1/85


Shahzad and Zegeye Fixed Point Theory and Applications 2014, 2014:85 Page 6 of 15
http://www.fixedpointtheoryandapplications.com/content/2014/1/85

have

‖xn+ – p‖ =
∥∥PC

[
( – αn)(θnxn + δnTyn + γnTλnxn)

]
– p

∥∥

≤ ∥∥( – αn)(θnxn + δnTyn + γnTλnxn) – p
∥∥

≤ αn‖p‖ + ( – αn)
∥∥θn(xn – p) + δn(Tyn – p) + γn(Tλnxn – p)

∥∥

≤ αn‖p‖ + ( – αn)
[
θn‖xn – p‖ + δn‖Tyn – p‖

+ γn‖Tλnxn – p‖] – ( – αn)δnθn‖Tyn – xn‖

– ( – αn)θnγn‖Tλnxn – xn‖

≤ αn‖p‖ + ( – αn)(θn + γn)‖xn – p‖ + ( – αn)δn‖Tyn – p‖

– ( – αn)δnθn‖Tyn – xn‖ – ( – αn)θnγn‖Tλnxn – xn‖

and hence

‖xn+ – p‖ ≤ αn‖p‖ + ( – αn)(θn + γn)‖xn – p‖ + ( – αn)δn
[‖yn – p‖

+ ‖yn – Tyn‖
]
– ( – αn)δnθn‖Tyn – xn‖

– ( – αn)θnγn‖Tλnxn – xn‖

= αn‖p‖ + ( – αn)(θn + γn)‖xn – p‖ + ( – αn)δn‖yn – p‖

+ ( – αn)δn‖yn – Tyn‖ – ( – αn)δnθn‖Tyn – xn‖

– ( – αn)θnγn‖Tλnxn – xn‖. (.)

In addition, from (.), Lemma ., and (.) we get

‖yn – p‖ =
∥∥( – βn)(xn – p) + βn(Txn – p)

∥∥

= ( – βn)‖xn – p‖ + βn‖Txn – p‖

– βn( – βn)‖xn – Txn‖

≤ ( – βn)‖xn – p‖ + βn
[‖xn – p‖ + ‖xn – Txn‖

]
– βn( – βn)‖xn – Txn‖

= ‖xn – p‖ + β
n‖xn – Txn‖ (.)

and

‖yn – Tyn‖ =
∥∥( – βn)(xn – Tyn) + βn(Txn – Tyn)

∥∥

= ( – βn)‖xn – Tyn‖ + βn‖Txn – Tyn‖

– βn( – βn)‖xn – Txn‖

≤ ( – βn)‖xn – Tyn‖ + βnL‖xn – yn‖

– βn( – βn)‖xn – Txn‖

= ( – βn)‖xn – Tyn‖ + β
nL

‖xn – Txn‖

http://www.fixedpointtheoryandapplications.com/content/2014/1/85
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– βn( – βn)‖xn – Txn‖

= ( – βn)‖xn – Tyn‖ – βn
(
 – Lβ

n – βn
)‖xn – Txn‖. (.)

Substituting (.) and (.) into (.) we obtain

‖xn+ – p‖ ≤ αn‖p‖ + ( – αn)(θn + γn)‖xn – p‖ + ( – αn)δn
[‖xn – p‖

+ β
n‖xn – Txn‖

]
+ ( – αn)δn

[
( – βn)‖xn – Tyn‖

– βn
(
 – Lβ

n – βn
)‖xn – Txn‖

]
– ( – αn)δnθn‖Tyn – xn‖

– ( – αn)θnγn‖Tλnxn – xn‖

= αn‖p‖ + ( – αn)‖xn – p‖ – ( – αn)δnβn
(
 –

(
Lβ

n + βn
))

×‖xn – Txn‖ + ( – αn)δn( – θn – βn)‖Tyn – xn‖

– ( – αn)θnγn‖Tλnxn – xn‖,

and hence

‖xn+ – p‖ ≤ αn‖p‖ + ( – αn)‖xn – p‖ – ( – αn)δnβn

× (
 –

(
Lβ

n + βn
))‖xn – Txn‖

+ ( – αn)δn(δn + γn – βn)‖Tyn – xn‖

– ( – αn)θnγn‖Tλnxn – xn‖. (.)

Now, from (iii) of the hypotheses we have

 – βn – Lβ
n ≥  – β – Lβ >  (.)

and

(δn + γn) – βn ≤ , for all n≥ . (.)

Thus, inequality (.) implies that

‖xn+ – p‖ ≤ αn‖p‖ + ( – αn)‖xn – p‖. (.)

Thus, by induction,

‖xn+ – p‖ ≤max
{‖p‖,‖x – p‖}, ∀n≥ ,

which implies that {xn} and hence {yn} are bounded.
Let wn := ( –αn)(θnxn + δnTyn + γnTλnxn). Then we see that xn+ = PCwn. Let x∗ = PF ().

Then, using (.), (.) and following the methods used to get (.), we obtain

∥∥xn+ – x∗∥∥ =
∥∥PC

[
( – αn)(θnxn + δnTyn + γnTλnxn)

]
– x∗∥∥

≤ ∥∥αn
(
–x∗) + ( – αn)

[
θnxn + δnTyn + γnTλnxn – x∗]∥∥

http://www.fixedpointtheoryandapplications.com/content/2014/1/85
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≤ ( – αn)
∥∥δnTyn + θnxn + γnTλnxn – x∗∥∥

+ αn
〈
–x∗,wn – x∗〉

≤ ( – αn)δn
∥∥Tyn – x∗∥∥ + ( – αn)θn

∥∥xn – x∗∥∥

+ ( – αn)γn
∥∥Tλnxn – x∗∥∥ – ( – αn)θnδn‖Tyn – xn‖

– ( – αn)θnγn‖Tλnxn – xn‖ + αn
〈
–x∗,wn – x∗〉

and so

∥∥xn+ – x∗∥∥ ≤ ( – αn)δn
[∥∥yn – x∗∥∥ + ‖yn – Tyn‖

]
+ ( – αn)(θn + γn)

∥∥xn – x∗∥∥

– ( – αn)θnδn‖Tyn – xn‖

– ( – αn)θnγn‖Tλnxn – xn‖ + αn
〈
–x∗,wn – x∗〉

≤ ( – αn)δn
[∥∥xn – x∗∥∥ + β

n‖xn – Txn‖
]

+ ( – αn)δn
[
( – βn)‖xn – Tyn‖ – βn

(
 – Lβ

n – βn
)

× ‖xn – Txn‖
]
+ ( – αn)(θn + γn)

∥∥xn – x∗∥∥

– ( – αn)θnδn‖Tyn – xn‖ – ( – αn)θnγn‖Tλnxn – xn‖

+ αn
〈
–x∗,wn – x∗〉,

which implies that

∥∥xn+ – x∗∥∥ ≤ ( – αn)
∥∥xn – x∗∥∥ – ( – αn)δnβn

[
 – Lβ

n – βn
]

× ‖xn – Txn‖ + ( – αn)δn(δn + γn – βn)‖xn – Tyn‖

– ( – αn)γn‖xn – Tλnxn‖ + αn
〈
–x∗,wn – x∗〉 (.)

≤ ( – αn)
∥∥xn – x∗∥∥ + αn

〈
–x∗,wn – x∗〉. (.)

Now, we consider two cases.
Case . Suppose that there exists n ∈N such that {‖xn–x∗‖} is decreasing for all n≥ n.

Then we see that {‖xn – x∗‖} is convergent. Thus, from (.) and (.) we have

xn – Txn → , xn – Tλnxn →  as n→ ∞. (.)

Moreover, from (.) and (.) we obtain

‖yn – xn‖ = βn‖xn – Txn‖ →  as n → ∞, (.)

and hence Lipschitz continuity of T , (.), (.) imply that

‖Tyn – xn‖ ≤ ‖Tyn – Txn‖ + ‖Txn – xn‖
≤ L‖yn – xn‖ + ‖Txn – xn‖ →  as n→ ∞. (.)
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In addition, from (.) and (.) we have

‖wn – xn‖ =
∥∥( – αn)(θnxn + δnTyn + γnTλnxn) – xn

∥∥
≤ ( – αn)δn‖Tyn – xn‖ + ( – αn)γn‖Tλnxn – xn‖

+ αn‖xn‖ →  as n→ ∞. (.)

Furthermore, since {wn} is bounded subset ofH which is reflexive, we can choose a subse-
quence {wni} of {wn} such that wni ⇀ w and lim supn→∞〈–x∗,wn – x∗〉 = limi→∞〈–x∗,wni –
x∗〉. It follows from (.) that xni ⇀ w. Then, from (.) and Lemma ., we have
w ∈ F(T).
Next, we show that w ∈ (A + B)–(). Let

zn = Jλn (I – λnA)xn. (.)

Then from (.) we get zn – xn →  as n→ ∞. In addition, for any p ∈F , we see that

‖zn – p‖ =
∥∥Jλn (I – λnA)xn – Jλn (I – λnA)p

∥∥

≤ ‖xn – p‖ – λn〈xn – p,Axn –Ap〉 + λ
n‖Axn –Ap‖

≤ ‖xn – p‖ – λn(γ – λn)‖Axn –Ap‖.

This implies that

λn(γ – λn)‖Axn –Ap‖ ≤ ‖xn – p‖ – ‖zn – p‖

≤ (‖xn – p‖ + ‖zn – p‖)‖xn – zn‖,

and hence we get

Axn –Ap →  as n→ ∞. (.)

Now from (.) we obtain

xni – λniAxni ∈ (I + λniB)zni .

That is,

xni – zni
λni

–Axni ∈ Bzni .

Since B is monotone, we get for any (u, v) ∈G(B), where G(B) is the graph of B defined by
G(B) = {(x,w) ∈H ×H : x ∈D(A),w ∈ Ax},

〈
zni – u,

xni – zni
λni

–Axni – v
〉
≥ . (.)

On the other hand, since 〈xni – w,Axni – Aw〉 ≥ γ ‖Axni – Aw‖, xni ⇀ w and Axni → Ap,
as n→ ∞ we have Axni → Aw. Thus, letting i→ ∞, we obtain from (.)

〈w – u, –Aw – v〉 ≥ .
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Thus, maximality of B implies that –Aw ∈ Bw, that is,  ∈ (A + B)(w). Hence, we get w ∈
(A + B)–().
Therefore, by Lemma ., we immediately obtain

lim sup
n→∞

〈
–x∗,wn – x∗〉 = lim

i→∞
〈
–x∗,wni – x∗〉 = 〈

–x∗,w – x∗〉 ≤ . (.)

Then it follows from (.), (.), and Lemma . that ‖xn – x∗‖ →  as n → ∞. Conse-
quently, xn → x∗ = PF ().
Case . Suppose that there exists a subsequence {ni} of {n} such that

∥∥xni – x∗∥∥ <
∥∥xni+ – x∗∥∥,

for all i ∈ N. Then, by Lemma ., there exists a nondecreasing sequence {mk} ⊂ N such
thatmk → ∞, and

∥∥xmk – x∗∥∥ ≤ ∥∥xmk+ – x∗∥∥ and
∥∥xk – x∗∥∥ ≤ ∥∥xmk+ – x∗∥∥, (.)

for all k ∈N. Now, from (.) and (.) we get xmk –Txmk → , and xmk –Tλmk
xmk →  as

k → ∞. Thus, like in Case , we obtain wmk – xmk →  and

lim sup
k→∞

〈
–x∗,wmk – x∗〉 ≤ . (.)

Now, from (.) we have

∥∥xmk+ – x∗∥∥ ≤ ( – αmk )
∥∥xmk – x∗∥∥ + αmk

〈
–x∗,wmk – x∗〉, (.)

and hence (.) and (.) imply that

αmk

∥∥xmk – x∗∥∥ ≤ ∥∥xmk – x∗∥∥ –
∥∥xmk+ – x∗∥∥ + αmk

〈
–x∗,wmk – x∗〉

≤ –αmk

〈
x∗,wmk – x∗〉.

But using the fact that αmk >  and (.) we obtain

∥∥xmk – x∗∥∥ →  as k → ∞.

This together with (.) implies that ‖xmk+ –x
∗‖ →  as k → ∞. But ‖xk –x∗‖ ≤ ‖xmk+ –

x∗‖ for all k ∈ N and hence we obtain xk → x∗. Therefore, from the above two cases, we
can conclude that {xn} converges strongly to the minimum-norm point of F . The proof is
complete. �

If, in Theorem ., we assume that A = , then we get Tλn (xn) := (I + λnB)–xn and hence
we get the following corollary.

Corollary . Let C be a nonempty, closed and convex subset of a real Hilbert space H .
Let T : C → C be a Lipschtzian pseudocontractive mapping with Lipschitz constant L and
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B : C → H be amaximalmonotonemapping.Assume thatF = F(T)∩B–() is nonempty.
Let {xn} be the sequence generated from an arbitrary x ∈ C by

{
yn = ( – βn)xn + βnTxn;
xn+ = PC[( – αn)(θnxn + δnTyn + γnTλnxn)],

(.)

where Tλn (xn) := (I + λnB)–xn and {λn} ⊂ (a, ), {θn}, {δn}, {γn} ⊂ (c,d) ⊂ (, ), {αn} ⊂
(, e) ⊂ (, ), for some a, c,d, e > , satisfying the following conditions: (i) θn + δn + γn = ,
(ii) limn→∞ αn = ,

∑
αn =∞; (iii) δn + γn ≤ βn ≤ β < √

+L+
, ∀n≥ . Then {xn} converges

strongly to the minimum-norm point x∗ of F .

We also have the following theorem for two maximal monotone mappings.

Theorem . Let C be a nonempty, closed and convex subset of a real Hilbert space H
such that int(C) �= ∅. Let A,B : C → H be maximal monotone mappings. Let T : C → C be
a Lipschitzian pseudocontractive mapping with Lipschitz constant L such that F = F(T)∩
(A + B)–() is nonempty. Let {xn} be the sequence generated from an arbitrary x ∈ C by

{
yn = ( – βn)xn + βnTxn;
xn+ = PC[( – αn)(θnxn + δnTyn + γnTλnxn)],

(.)

where Tλn (xn) := (I +λn(A+B))–xn and {λn} ⊂ (a, ), {θn}, {δn}, {γn} ⊂ (c,d) ⊂ (, ), {αn} ⊂
(, e) ⊂ (, ), for some a, c,d, e > , satisfying the following conditions: (i) θn + δn + γn = ,
(ii) limn→∞ αn = ,

∑
αn =∞; (iii) δn + γn ≤ βn ≤ β < √

+L+
, ∀n≥ . Then {xn} converges

strongly to the minimum-norm point x∗ of F .

Proof From Lemma . we find that A + B is a maximal monotone and hence by Corol-
lary . we get the required assertion. �

If, in Theorem ., we assume that T = I , the identity mapping on C, then we get the
following corollary.

Corollary . Let C be a nonempty, closed and convex subset of a real Hilbert space H
such that int(C) �= ∅. Let A,B : C → H be maximal monotone mappings such that F =
(A + B)–() is nonempty. Let {xn} be the sequence generated from an arbitrary x ∈ C by

xn+ = PC
[
( – αn)

(
( – γn)xn + γnTλnxn

)]
,

where Tλn (xn) := (I + λn(A + B))–xn and {λn} ⊂ (a, ), {γn} ⊂ (c,d) ⊂ (, ), {αn} ⊂ (, e) ⊂
(, ), for some a, c,d, e > , satisfying the following conditions: limn→∞ αn =  and

∑
αn =

∞. Then {xn} converges strongly to the minimum-norm point x∗ of F .

4 Applications
We next study the problem of finding a solution of a variational inequality. Let C be a
nonempty closed convex subset of a real Hilbert space H . The normal cone for C at a
point x ∈ C, denoted by NC(x), is defined by

NC(x) =
{
x∗ ∈H :

〈
y – x,x∗〉 ≤ ,∀y ∈ C

}
. (.)
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Let f :H → (–∞,∞] be a proper lower semicontinuous convex function. Define the sub-
differential

∂f (x) =
{
z ∈ H : f (x) + 〈y – x, z〉 ≤ f (y),∀y ∈H

}
,

for all x ∈H . Then from Rockafellar [] we know that ∂f is maximal monotone mapping
of H into itself. Let C be a nonempty closed convex subset of H and iC be the indicator
function of C, that is,

iC(x) =

{
, if x ∈ C,
∞, if x /∈ C.

(.)

Then iC :H → (–∞,∞] is a proper lower semicontinuous convex function on H and ∂iC
is a maximal monotone mapping. Let Jλx = (I + λ∂iC)–x for all λ >  and x ∈H . From the
fact that ∂iCx =NCx and x ∈ C, we get

u ∈ Jλx ⇔ x ∈ u + λ∂iCu ⇔ x ∈ u + λNCu

⇔ x – u ∈ λNCu ⇔ 〈x – u, y – u〉 ≤ , ∀y ∈ C

⇔ u = PCx.

Moreover,

x ∈ (A + ∂iC)–() ⇔  ∈ (A + ∂iC)x ⇔ –Ax ∈ ∂iCx

⇔ 〈–Ax, y – x〉 ≤ , ∀y ∈ C

⇔ x ∈VI(C,A),

and hence x ∈ (A + ∂iC)–() ⇔ x ∈ VI(C,A). Thus, the following corollary holds. Now,
using Theorem ., we obtain a strong convergence theorem for finding a common point
of fixed points of Lipschtzian pseudocontractive mapping and solutions of the variational
inequality problem for γ -inverse monotone mapping.

Theorem . Let C be a nonempty, closed and convex subset of a real Hilbert space H . Let
T : C → C be a Lipschitzian pseudocontractive mapping with Lipschitz constant L and let
A : C → H be a γ -inverse strongly monotone mapping such that F = F(T) ∩VI(C,A) �= ∅.
Let {xn} be the sequence generated from an arbitrary x ∈ C by

{
yn = ( – βn)xn + βnTxn;
xn+ = PC[( – αn)(θnxn + δnTyn + γnPC(xn – λnAxn))],

(.)

where {λn} ⊂ (a,b) ⊂ (a, γ ), {θn}, {δn}, {γn} ⊂ (c,d) ⊂ (, ), {αn} ⊂ (, e) ⊂ (, ), for some
a,b, c,d, e > , satisfying the following conditions: (i) θn + δn + γn = , (ii) limn→∞ αn = ,∑

αn = ∞; (iii) δn + γn ≤ βn ≤ β < √
+L+

, ∀n ≥ . Then {xn} converges strongly to the
minimum-norm point x∗ of F .

If, in Theorem., we takeT ≡ I , the identitymapping onC we have the following corol-
lary for a solution of variational inequality for a γ -inverse strongly monotone mapping.
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Corollary . Let C be a nonempty, closed and convex subset of a real Hilbert space H .
Let A : C → H be a γ -inverse strongly monotone mapping with VI(C,A) �= ∅. Let {xn} be
the sequence generated from an arbitrary x ∈ C by

xn+ = PC
[
( – αn)

(
( – γn)xn + γnPC(xn – λnAxn)

)]
,

where {λn} ⊂ (a,b) ⊂ (a, γ ), {γn} ⊂ (c,d) ⊂ (, ), {αn} ⊂ (, e) ⊂ (, ), for some a,b, c,
d, e > , satisfying the following conditions: limn→∞ αn = ,

∑
αn =∞. Then {xn} converges

strongly to the minimum-norm point x∗ of VI(C,A).

If, in Theorem ., we take A := (I – S), where S is a nonexpansive self mapping of C into
itself, then we get the following corollary.

Corollary . Let C be a nonempty, closed and convex subset of a real Hilbert space H .
Let T : C → C be a Lipschitzian pseudocontractive mapping with Lipschitz constant L and
let S : C → C be a nonexpansive mapping such that F = F(T) ∩ F(S) �= ∅. Let {xn} be the
sequence generated from an arbitrary x ∈ C by

{
yn = ( – βn)xn + βnTxn;
xn+ = PC[( – αn)(θnxn + δnTyn + γn(( – λn)xn + λnSxn))],

(.)

where {λn} ⊂ (a,b) ⊂ (a,  ), {θn}, {δn}, {γn} ⊂ (c,d) ⊂ (, ), {αn} ⊂ (, e) ⊂ (, ), for some
a,b, c,d, e > , satisfying the following conditions: (i) θn + δn + γn = , (ii) limn→∞ αn = ,∑

αn = ∞; (iii) δn + γn ≤ βn ≤ β < √
+L+

, ∀n ≥ . Then {xn} converges strongly to the
minimum-norm point x∗ of F(T)∩ F(S).

Proof Put A := I – S in Theorem .. Then we see that A is a 
 -inverse strongly monotone

mapping. Furthermore, for x ∈ C we have

PC(x – λAx) = PC
(
x – λ(I – T)x

)
= ( – λ)x + λTx

and

x∗ ∈VI(C,A) ⇔ x∗ ∈VI(C, I – S)

⇔ 〈
Sx∗ – x∗, y – x∗〉 ≤ , ∀y ∈ C

⇔ PCSx∗ = x∗ ⇔ Sx∗ = x∗. (.)

Thus, we obtain VI(C,A) = F(S). Therefore, the conclusion holds by Theorem . �

Remark . Theorem . provides convergence sequence to a common point of fixed
points of a Lipschitzian pseudocontractivemapping and zeros of twomonotonemappings
in Hilbert spaces.

Remark . Theorem . improves Theorem . of Takahashi et al. [] in the sense that
our convergence is to the commonminimum-norm point of fixed points of a Lipschitzian
pseudocontractive mapping and zeros of sum of two monotone mappings. Corollary .
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improves Theorem  of Kamimura and Takahashi [] in the sense that our convergence
is for the a zero of sum of two maximal monotone mappings. Theorem . extends Theo-
rem . of Takahashi and Toyoda [] in the sense that our convergence is to the common
minimum-norm point of fixed points of a Lipschitzian pseudocontractive mapping and
solutions of variational inequality for a γ -inverse strongly monotone mapping.
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