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Abstract

The concept of ordered g-contraction is introduced, and some fixed and common
fixed point theorems for g-nondecreasing ordered g-contraction mapping in partially
ordered metric spaces are proved. We also show the uniqueness of the common fixed
point in the case of an ordered g-contraction mapping. The theorems presented are
generalizations of very recent fixed point theorems due to Golubovi¢ et al. (Fixed
Point Theory Appl. 2012:20, 2012).
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1 Introduction
The Banach fixed point theorem for contraction mappings has been extended in many
directions (cf. [1-48]). Very recently, Golubovic et al. [49] presented some new results for
ordered quasicontractions and ordered g-quasicontractions in partially ordered metric
spaces.

Recall that if (X, <) is a partially ordered set and f : X — X is such that, for x,y € X,
x < y implies fx < fy, then a mapping f is said to be nondecreasing. The main result of
Golubovié et al. [49] is the following common fixed point theorem.

Theorem 1.1 (See [49], Theorem 1) Let (X,d, <) be a partially ordered metric space and
letf,g: X — X be two self-maps on X satisfying the following conditions:
(i) X CgX;
(i) gX is complete;
(ili) f is g-nondecreasing;
(iv) f is an ordered g-quasicontraction;
(v) there exists xy € X such that gxy < fxo;
(vi) if{gxn} is a nondecreasing sequence that converges to some gz € gX, then gx, < gz for
each n € N and gz < g(gz).
Then f and g have a coincidence point, i.e., there exists z € X such that fz = gz. If; in addi-
tion,
(vii) f and g are weakly compatible [50, 51], i.e., fx = gx implies fgx = gfx, for each x € X,
then they have a common fixed point.
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An open problem is to find sufficient conditions for the uniqueness of the common fixed
point in the case of an ordered g-quasicontraction in Theorem 1.1.

In Section 2 of this article, we introduce ordered g-contractions in partially ordered
metric spaces and prove the respective (common) fixed point results, which generalizes
the results of Theorem 1.1.

In Section 3 of this article, a theorem on the uniqueness of a common fixed point is
obtained when for all x,u € X, there exists a € X such that fa is comparable to fx and
fu, in addition to the hypotheses in Theorem 2.1 of Section 2. Our result is an answer to
finding sufficient conditions for the uniqueness of the common fixed point in the case of
ordered g-contractions in Theorem 1.1. Finally, two examples show that the comparability
is a sufficient condition for the uniqueness of common fixed point in the case of ordered

g-contractions, so our results are extensions of known ones.

2 Common fixed points of ordered g-contractions
We start this section with the following definitions. Consider a partially ordered set (X, <)
and two mappings f : X — X and g : X — X such that f(X) C g(X).

Definition 2.1 (See [1]) We shall say that the mapping f is g-nondecreasing (resp.,
g-nonincreasing) if

g2y = fx2fy )
(resp., gx < gy = fx > fy) holds for each x,y € X.

Definition 2.2 (See [49]) We shall say that the mapping f is an ordered g-quasicontraction
if there exists o € (0,1) such that for each x,y € X satisfying gy < gx, the inequality

d(fx,fy) <o - M(x,y)

holds, where

M(x,y) = max{d(gr,gy), d(gx. fx), d(gy.fy), d(gx. ), d(gy, fx)}.

Definition 2.3 We shall say that the mapping f is an ordered g-contraction if there is a
continuous and nondecreasing function ¥ : [0, +00) — [0, +00) with ¥(0) = 0 and if there
exists « € (0,1), the inequality

v (d(fx.fy)) < max{y (ad(gr.gy)), ¥ (ad(gn.fx)), v (ad(gy. /7)),
¥ (ad(gn.fy), ¥ (ad(gy.fx) | (2)

holds for all x,y € X for which gy < gx.

It is obviously that if ¢ = I, then ordered g-contraction reduces to ordered g-quasicon-
traction.

For arbitrary xy € X one can construct a so-called Jungck sequence {y,} in the following
way: denote yo = fxo € f(X) C g(X); there exists x; € X such that gx; = yo = fxo; now y; =
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fx1 € f(X) C g(X) and there exists x; € X such that gx; = y; = fx; and the procedure can be

continued.

Theorem 2.1 Let (X, <) be a partially ordered set and suppose there is a metric d on X such
that (X, d) is a complete metric space. Let f,g : X — X be two self-maps on X satisfying the
following conditions:
(i) £(X) € g0

(i) g(X) is closed;

(iii) f is a g-nondecreasing mapping;

(iv) f is an ordered g-contraction;

(v) there exists an xo € X with gxo < fxo;

(vi) {g(x,)} C X is a nondecreasing sequence with g(x,) — gz in g(X), then gx, < gz,

gz < g(gz), Yn hold.

Then f and g have a coincidence point. Further, if f and g are weakly compatible, then f
and g have a common fixed point.

Proof Letxy € X be such that gxo < fxo. Since f(X) C g(X), we can choose x; € X such that

gx1 = fxo. Again from f(X) C g(X), we can choose x; € X such that gx, = f¥;. Continuing
this process we can choose a sequence {y,} in X such that

8Xni1 =fxn =Vns Vn>0. (3)

Since gxo < fxo and gx; = fxo, we have gxo < gx;. Then by (1),

fro <X fx1. (4)

Thus, by (3), gx1 < gx,. Again by (1),

Jfrr = fxo, (5)

that is, gxy < gxs. Continuing this process, we obtain

Sro X fxr X fxg < frg <o 2 fxy X frpa. (6)

Now, we will claim that {y,} is a Cauchy sequence. In what follows, we will suppose that
d(fxu, fxu1) > 0 for all m, since if fx,, = fx,,,1 for some n, by (3),

SEni1 = ZXnits 7)

that is, f and g have a coincidence at x = x,,,1, and so we have finished the proof. Thus we
assume that d(fx,,, fx,.1) > 0 for all n. We will show that

d(fxmfxnﬂ) < d(fxn—lyfxn): Vn > 1. (8)
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From (3) and (6), it follows that gx,, < gx,,; for all n > 0. Then apply the contractivity
condition (2) with x = x,, and y = x,,,1,

w (d(fxmfxnﬂ)) =< maX{llf (ad(gxnrgxm—l))r 1# (ad(gxn’fxn))7 1/f (ad(gxnﬂyfxnﬂ));
w (ad(gxn»fxn+l)): W (ad(gxn+lrfxn)) } (9)

Thus by (3),
4 (d(fxn:fxnﬂ)) = maX{W (ad(fxn—lrfxn))i 14 (ad(fxn—lrfxn))) 14 (advxn¢fxn+1));
) (ad(fxnfl,fxnﬂ))r ¥ (ad(fx,,,fxn)) }

= max { l/f (ad(fxn—lyfxn)): \lf (ad(fxn’fxnﬂ)):
I/f (ad(fxn—lifxnﬂ)) } (10)
We divide the proof of (8) into three cases in the following:

@ If max{w(ad(fxn—l:fxn))r W(ad(fxmfxnﬂ))y W(ad(fxn—l’fxm-l))} = W(ad(fxn—lrfxn))j
from (10), then

Y (d(fon, fni1)) < W (d(fon1,f3n)). (11)

Since v is nondecreasing, d(fx,,fx,.1) < ad(fx,_1,fx,). By virtue of @ € (0,1), it follows
that d(fx,, fx,.1) < d(fx,,_1,fx,). Thus (8) holds.

(H) If max{l//(ad(fxn—l,fxn))) 1p(O[d(fxn,fxnﬂ))r w(ad(fxn—lrfxnﬂ))} = w(ad(fxnrfxnﬂ)),
from (10), then

w(d(fxn:fxnﬂ)) =< w(ad(fxn:fxn+l))~ (12)

Since v is nondecreasing, d(fx,, fXn.1) < ad(fXy, fXni1). By virtue of & € (0,1), d(fx,,, fXni1) =
0, and it is a contraction with the assumption that d(fx,, fx,.1) > 0 for all n!

(HI) Ifmax{ l/f (ad(fxn—l 1fxn+1))’ 1// (ad(fxn:fxnﬂ))r I/f (ad(fxn—l rfoHl ))} = V/ (ad(fxn—l ’fxn+1 )),

from (10) and the triangle inequality, we have

w(d(fxmfxwrl)) < w(ad(fxn—lexnﬂ))
= I/f(Old(fxn—lifxn) + ad(fxmfxnﬂ))' (13)

Since ¥ is nondecreasing,

dvxn;fxn+l) = Old(fxn—ljfxn) + ad(fxmfxnﬂ)'

Then it follows that
o
d(fxmfxnﬂ) = md(fxn—lyfxn)- (14)
Thus (8) trivially holds when « € (0, %). Hence

d(fxmfxnﬂ) < d(fxn—lyfxn): Vn = 1.
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Taking into account the previous considerations, we proved that (8) holds. From (8), it
follows that the sequence d(fx,, fx,.1) of real non-negative numbers is monotone nonin-
creasing. Therefore, there exists some o > 0 such that

Tim d(ffion) = . (15)
Next we will prove that o = 0. We suppose that o > 0. By the triangle inequality,
A(fn-1,fxne1) < d(fxnr,fxn) + A(focn, fonsn). (16)
Hence, by (8),
A1, fn1) < 2d(fxn-1, fon)- 17)

Taking the upper limit as n — 0o, we get

1
lim sup Ed(fx,,_l,fxml) < lim d(fx,_1,fx,). (18)
Set
. 1
lim sup Ed(fxn,l,fxml) =p. (19)
n—00

Then it follows that 0 < p < o. Now, taking the upper limit on the both sides of (10) and
¥ (¢) being continuous, we get

Tim 9 (@ fin) < max (v (lim ad(for s, fion) ), v ( lim ad(fofonn),

¥ ((tim ad(f, i) |- (20)
From (15) and (19),
¥ (o) < max{y(ao), ¥ (2ap)}. (21)

If max{y(ao), ¥ 2ep)} = ¥ (2ap), from (21), it yields ¥ (o) < ¥ (2ap). Since v is nonde-
creasing, then o < 2ap. When « € (0, %), then o < 2ap < p, it is a contradiction! When
o = %, then o < p, it is a contradiction! When « € (%,1), then o < 2wap < 2«0, it yields
(1-2a)o <0.Sincel-2a <0 and o >0, it is also a contradiction!

If max{yr(ao), ¥ (2ap)} = ¥ (xo), then from (21), it yields ¥ (o) < ¥(«o). Since v is non-
decreasing, then ¢ < wo. By virtue of @ € (0,1), it yields o. It is a contradiction with the
assumption that o > 0!

Taking into account the previous consideration, o = 0. Therefore, we proved that

lim d(fx,, fx,:1) = 0. (22)

Now, we prove that {fx, } is a Cauchy sequence. Suppose, to the contrary, that {fx,} is not a
Cauchy sequence. Then there exist an € > 0 and two sequences of integers {n(k)}, {m(k)},

Page 5 of 19
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m(k) > n(k) > k with

te = d(fXni) frmp) = € fork=1,2,3,.... (23)

We may also assume

A fomi)-1) < € (24)

by choosing m(k) to be the smallest number which satisfies m(k) > n(k), and (23) holds.
From (23), (24), and by the triangle inequality,

€ < tx < d(fxuw) fomm-1) + Afxmm)-1,feme)) < € + A(fxme)-1,fom))- (25)
Hence, by (22),

lim # =e€. (26)

n—00

Since from (3) and (6), we have gx, 11 = fXn) < fHmk) = @m+1, from (2) and (3) with
X = Xp(iy+1 and ¥ = Xy()41, We get

V (AFonios1 foma1)) < max{yr (ed(@hmo 1> 8%nitg 1)) ¥ (A (@Xmics1s fomrs1))
¥ (@ d(@Xuy o1, foonr) 1)) ¥ (€ (@Xm(ry o1, fonr) 1))
¥ (0 d(@tupy 1, fomu)) |
= max {y (@d (o), fouto))» ¥ (@dFomi, fomiir1)),
Y (@d(frenn) fonr 1)) ¥ (@A), o)),
¥ (¢ d(fnpy. fmp)) }- 27)

Denote o, = d(fx,, fxn+1). Then we have

Y (A nio 15 fomio1)) < max{yr(ate), ¥ (@om) ¥ (@), ¥ (ad (o fono1)) s
¥ (@d(fen), fomuysn) }
= (max{atk, A1) AT u(i) LA (i) fXn(i +1)»
ad(fEno fomu)})
= ¥ (o max{tx, Ok, Tu(hy> Aot fn(hys1)s
Aty fomiy+1) })» (28)
where the first equality holds, since ¥ is nondecreasing, and ¥ (max(si,ss,...,S,)) =

max(y(s1), ¥ (s2), ..., ¥(s,)) forall s3,s5,...,s, € [0,+00). Again, since v is nondecreasing,
by (28), it follows that

A1 fomii+1) < @ max{ti, O Ou(i) AP%m fonii+1)s Af%n(iys fomirys1) } -
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Therefore, since

te < A(fXug)s fEutor1) + AWXuto 1, fmipy 1) + AUXm 1, Xmi)

= Ouik) + Omk) + AUXn) 41 Hm+1)s
we have

€ <ty
< Oty + O + & Max{ t, G O A fooniior1)»

A fomy 1) }-
By the triangle inequality, (23), and (24),

€ <ty
< d{fxn@) frmio+1) + AUPXmig)+1,fEm)

= d(fXn@), fomio+1) + Om(k)

< d(fniy fomio-1) + AfEmp-1. %mi0) + AXmio S Xm+1) + Omi

< €+ Opp)-1 + 20m(k)-
From the equality of (31) and the last inequality of (31), it yields

€ — Oy < AXni) fEmi+1)

< € + Op(k)-1 + Om(k)-
Similarly, we obtain

€ < I
< A(fXuy fEnw)+1) + A1 fom))

= Ouk) + A1, Hm))-

And it follows that

Afxn+ 1 SXmt)) < AfXn(o 1, Xn)) + AT nk)s fmi-1) + A X1, mx))

= Ou() + AXn) fmi-1) + Om(k)-1

=< € + Ou(k) + Om(k)-1-
Adding the two inequalities above,

€ — 0y < A(Xniy 1, Xmk)

< € + Oy(k) + Om(k)-1-

(29)

(30)

(33)

(34)

Page 7 of 19
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From (32) and (34), we have

o T+ T _ Afxny fomiys1) + APXn@)1,Xmk)

2 2
< €+ 0mp)-1 + Tntly % Omtt) ;Gm(k)' (35)
Thus from (22) and (35), we get
lim A Somr1) + A o1 fomw) 36)
n—00 2
Letting n — oo in (30), then by (22), (26), and (36), we get, as ¥ is continuous,
€ <amax{e,0,0,¢6,¢} =ae <¢, (37)

it is a contradiction! Thus our assumption (23) is wrong. Therefore, {fx,} is a Cauchy se-
quence. Since by (3), we have {fx, = gx,,1 C g(X)} and g(X) is closed, there exists z € X
such that

lim gx, = gz. (38)

Now we show that z is a coincidence point of f and g. Since from condition (vi) and (39),

we have gx, < gz for all n, then by the triangle inequality and (2), we have

¥ (d(fx,,, z)) < max{ ¥ (ad(gxn,gz)), ) (ad(gxn,fxn)), W (ad(gz,fz)),
¥ (ad(gxn, z)),W(ad(gz,fx,,))}. (39)

So letting n — o0, and ¥ being continuous, we have

Vv (d(fz,gz)) < max{0,0, y (ad(fz,gz)), ¥ (ad(fz,g2)), 0}
= ¥ (ad(fz,g2)).
Since v is nondecreasing, then d(fz,gz) < ad(fz,gz). Since « € (0,1), it follows that
d(fz,gz) = 0. Hence fz = gz. Thus we proved that f and g have a coincidence point.

Suppose now that f and g commute at z. Set w = fz = gz. Since f and g are weakly com-
patible,

Sw=1(gz) =g(fz) = gw. (40)

Since from condition (vi), we have gz < g(gz) = gw and as fz = gz and fw = gw, from (2), we

have

Y (d(fz,fw)) < max{y (ad(gz,gw)), ¥ (ad(gz.f2)), ¥ (ad(gw, fw)),
v (ad(gz,fw)), ¥ (ad(gw, f2)) }
=y (ad(gz,gw)). (41)
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Since ¥ is nondecreasing, d(fz,fw) < ad(gz,gw), i.e., d(fz,fw) < ad(fz,fw). Again from o €
(0,1), d(fz,fw) = 0, that is, d(w, fw) = 0. Therefore,

fw=gw=w. (42)

Thus, we have proved that f and g have a common fixed point. The proof is completed.
O

If we replace some conditions in Theorem 2.1, then we can obtain the following con-
clusions. Note that the way followed in Theorem 2.2 is different from that in the proof
of Theorem 2.1. In fact, we can use the way in Theorem 2.2 to prove the conclusions in
Theorem 2.1. Similarly, we can also use the way in Theorem 2.1 to prove Theorem 2.2.
Here, our aim is to show two different methods of proof. Comparing Theorem 2.1 with
Theorem 2.2, we can find that the conclusions cover Theorem 2.2; in other words, the
condition of Theorem 2.2 is more extensive than that in Theorem 2.1. Now, let us treat

the following theorem.

Theorem 2.2 Let the conditions of Theorem 2.1 be satisfied, except that (iii), (v) and (vi)

are, respectively, replaced by

(iii") f is a g-nonincreasing mapping;

(V') there exists xo € X such that fxo and gxo are comparable;

(vi') if {gxn} is a sequence in g(X) which has comparable adjacent terms and that converges
to some gz € gX, then there exists a subsequence gx,, of {gx,} having all the terms com-
parable with gz and gz is comparable with ggz. Then all the conclusions of Theorem 2.1
hold.

Proof Regardless of whether fxo < gxo or gxg < fxo (condition (v')), Lemma 1 of [49] im-
plies that two arbitrary adjacent terms of the Jungck sequence {y,} are comparable. This
is again sufficient to imply that {y,} is a Cauchy sequence. In the following, we assume the
other case to prove the conclusions of Theorem 2.2.

Let x9 € X be such that fx, < gy, where it is different from gxy < fxo in Theorem 2.1.
Since f(X) C g(X), we can choose x; € X such that gx; = fxo. Again from f(X) C g(X), we
can choose x; € X such that gxy = fx;. Continuing this process, we can choose a sequence
{y,} in X such that

GXns1 = fXn =y, ¥n>0. (43)

Since fxo < gxo and gx; = fxo, we have gx; < gwo. Then by condition (iii’), f is a g-

nonincreasing mapping,

fxo 5fx1 (44)

Thus, by (43), it follows that gx; < gx,. Again by condition (iii’),

fxo < fx1, (45)
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that is, gx3 < gx,. Continuing this process, we obtain the result that two arbitrary adjacent
terms of the Jungck sequence {y,} are comparable.

Let Ok, 1) = {Yi Yis1s - - > Vkin)- We will show that {y,} is a Cauchy sequence. To prove
our claim, we follow the arguments of Das and Naik [12] again. Fixk > 0 and n € {1,2,...}.
If diam[O(yx; n)] = 0, then {y,} is also a Cauchy sequence. Thus our claims holds. Now we
suppose that diam[O(yx; n)] > 0. Now for i, j with 1 <i <, by (2), we have

¥ (d0ny) = v (d(fsif))

< max{y (ad(gri g%)), ¥ (ad(gxi, fxi)), ¥ (ed(gx; ),
v (d(gxinfx)), v (ad (g, fo)) }

= max {y (¢d(yi1, 3j-0)), ¥ (@d(i1,9:)), ¥ (0d 3y, )
¥ (ad@i1, ), ¥ (@dj1,99) }

= ¥ (max{ad(yi1,y1), 0d(yi1, i), ad(y;1, 3),
ad(yi, ), ad(y-1,91)})

= ¥ (e max{d(yi-1,5-1), d¥i-1,%:), d¥j-1, %),
d(yi1,9),d0-1,9)})

< ¢ (adiam[O(y;_1;j — i + 1)]),

where the third equality holds, since ¥ is nondecreasing, and v (max(sy,sy,...,8,)) =

max(y (s1), ¥ (s2),..., ¥ (su)) for all sy, 55,...,s, € [0, +00). Since ¥ is nondecreasing,
d(yy)) < o diam[ O/ =i +1)]. (46)

Now for some i, j with k <i <j < k + n, diam[O(ys; n)] = d(y;,9). If i > k, by (2) and (46),
then we have

diam[O(yx; n)]| < o diam[O(y;_15j — i +1)]
<a diam[O(yk; n)], (47)
where the inequality (47) holds as diam[O(y;_1;j — i + 1)] < diam[O(yx; n)]. Then from (47)
and « € (0,1), we have diam[O(yx; n)] = 0. It is a contradiction with the assumption that
diam[O(yx; n)] > 0! Thus,
diam[O(yk; n)] =d(yr,y;) forjwithk <j<k+n. (48)

Also, by (46) and (48), we have

diam[O(yk; n)] =d(yxy))
<a diam[O(yk_l;j —k+ 1)]

<a diam[O(yk_l; n+ 1)]. (49)
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Using the triangle inequality, by (46), (48), and (49), we obtain

diam[O(y;; m)] = d(yi, ;)
<dWnyi) + AWy
< d(,y1a) + o diam[O(ypa;m —1)|
< d(y, yi1) + e diam[O(y;; m)], (50)

and so
. 1
diam[O(y;; m)] < md(y;,ym). (51)
As a result, we have

diam[O(yk; n)] <« diam[O(yk_l; n+ 1)]

<ua-« diam[O(yk_z; n+ 2)]

<af diam[O(yo; n+ k)]

k
<2 do.m), (52)

T l-«a

where the first inequality holds by the expression (49) and the last inequality holds by (51).
Now let € > 0; there exists an integer 7, such that

Olkd(yo,yl) <(1-a)e forallk>ny. (53)
For m > n > ny, we have

AWm> yn) < diam[o(yno; m— n())]

o™
d(ﬁ/o,yl)

<

l-«
< €. (54)

Therefore, {y,} is a Cauchy sequence. Since g(X) is closed, it converges to some gz € g(X).
By condition (vi’), there exists a subsequence y,, = fx,, = gx,.1, kK € N, having all the
terms comparable with gz. Hence, we can apply the contractivity condition to obtain

v (d(fz.fien,)) < max{lﬁ (xd(gz,8%,)), ¥ (0 d(gz.f2)), ¥ (¢ (g, frny ),
v (ad(gz, frn)), ¥ (d(gan. f2)) }. (55)

So letting # — 00, and as V¥ is continuous, we have

v (d(fz,gz)) < max{0, ¥ (ad(fz,g2)), 0,0, ¥ (ad(fz,g2)) }
= w(ad(fz,gz)).

Page 11 of 19
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Since v is nondecreasing, d(fz, gz) < ad(fz, gz). Since « € (0,1), it follows that d(fz, gz) = 0.
Hence fz = gz. Thus we proved that f and g have a coincidence point.

Suppose now that f and g commute at z. Set w = fz = gz. Since f and g are weakly com-
patible,

Sw=1(gz) = g(fz) = gw. (56)

Since from condition (vi'), we have gz < g(gz) = gw and as fz = gz and fw = gw, from (2), we
have

v (d(fz, fw)) < max{ v (ad(gz, gw)), ¥ (ad(gz.f2)), ¥ (ad(gw, fw)),
v (ad(gz,fw)), ¥ (otd(gw,fz))}
= ¥ (ad(fz,fw)). (57)

Since ¥ is nondecreasing, d(fz, fw) < ad(gz,gw), i.e., d(fz,fw) < ad(fz, fw). Again from o €
(0,1), we have d(fz,fw) = 0, that is, d(w, fw) = 0. Therefore,

fw=gw=w. (58)

Thus, we have proved that f and g have a common fixed point. The proof is completed.
O

Corollary 2.1 (a) Let (X, <) be a partially ordered set and suppose there is a metric d on X
such that (X, d) is a complete metric space. Let f : X — X be a nondecreasing self-mapping
such that for some a € (0,1)

d(fx.fy) < @ max{d(x,y), d(x.fx), d(y.f), d(x.f»), d(.fx)|

for all x,y € X for which x > y. Suppose also that either

(i) {xn} C X is a nondecreasing sequence with x, — u in X, then x,, < u, Vn holds, or
(ii) f is continuous.

If there exists an xo € X with xo < fxo, then f has a fixed point.
(b) The same holds if f is nonincreasing; there exists xo comparable with fxy and (i) is
replaced by

(i) if a sequence {x,} converging to some u € X has every two adjacent terms comparable,
then there exists a subsequence {x,, } having each term comparable with .

Proof (a) If (i) holds, then take ¥ = I and g = I (I = the identity mapping) in Theorem 2.1.
If (ii) holds, then from (3) with g = I, we get

z= 1lim %y = lim fi, = f( lim x) -f2. (59)
n— 00 n— 00 n— 00

(b) Let u be the limit of the Picard sequence {f"x(} and let f*x, be a subsequence having
all the terms comparable with #. Then we can apply the contractivity condition in the (a)
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term to obtain

d(fue,u) < d(u, /" x0) + d(fu, /" xo)
< d(u,f"*'x0) + o max{d(u,f"x,), d(u, fu),

d(f""xo,f"“lxo),d(u,f”“lxo),d(f”kxo, u)}
Letting k — 0o, we have

d(fu,u) <o max{O,d(u,fu), 0, O,d(u,fu)}
= ad(u, fu).
It follows that d(fu, u) = 0. Therefore, fu = u.

Note also that instead of the completeness of X its f-orbitally completeness is sufficient

to obtain the conclusion of the corollary. The proof is completed. 0

3 Uniqueness of common fixed pointof f and g
The following theorem gives the sufficient condition for the uniqueness of the common
fixed point of f and g in the case of ordered g-contractions in partially ordered metric

spaces.

Theorem 3.1 In addition to the hypotheses of Theorem 2.1, suppose that for all x,u € X,
there exists a € X such that

fa is comparable to fx and fu. (60)
Then f and g have a unique common fixed point x such that
x =fx = gx. (61)

Proof Since a set of common fixed points of f and g is not empty due to Theorem 2.1,

assume now that x and u are two common fixed points of f and g, i.e.,
fx :gx =X, fu = gu =U. (62)

We claim that gx = gu.
By the assumption, there exists 4 € X such that fa is comparable to fx and fu. Define a
sequence {ga,} such that gy = 2 and
ga, =fa,; foralln. (63)

Further, set xp = x and uy = u and in the same way, define {gx,} and {gu,} such that

&%n =fhn1, Gy =fy foralln. (64)
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Since fx(= gx; = gx) is comparable to fa(=fao = ga;), without loss of generality, we assume
that fa > fx, i.e., ga; > gx; then it is easy to show

gay > gx. (65)

Since f is g-nondecreasing, we obtain fa; > fx. Since ga, > gay, it follows that ga, > fx, i.e.,
ga, > gx. Recursively, we get

ga, = gx foralln. (66)

By (66), we have

Kﬁ (d(ganﬂrgx)) = W(d(famfx))
< max{l/f (ad(ga,,,gx)), W (ad(gan,fa,,)), v (ad(gx,fx)),
w(ad(ga,,,fx)),t/f(ad(gx,fa,,))}. (67)

By the proof of Theorem 2.1, we find that {ga,, } is a convergent sequence, and there exists
ga such that ga,, — ga. Letting n — oo in (67), we obtain

nli)ngo 1# (d(gllmng)) = 1// (d(g"_l)gx))
< max{w (ad(go’z,gx)), 0,0,V ((xd(g[z,fx)), WY (ozd(gx,g[z)) }

= w(ad(g&,gx)).
Therefore, it yields
d(ga,gx) = 0.
Hence
ga = gx. (68)

Similarly, we can also show that
ga, > gu foralln.

Apply the contractivity condition, we obtain

nll>nolo w (d(gar&l:gu)) = 1# (d(gé’gu))
< max{ v (ad(ga,gu)),0,0,v (ad(ga, fx)), ¥ (ad(gr, ga)) }
= (ad(ga, gu)).

Therefore, it yields

d(ga,gu) = 0.
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Hence

ga=gu. (69)
Combining (68) with (69), we obtain gx = gu. It follows that

x=fx=gx=gu=fu=u. (70)
The proof is completed. O

Remark 3.1 Theorem 3.1 can be considered as an answer to Theorem 3 in [49]. We find
the sufficient conditions for the uniqueness of the common fixed point in the case of an
ordered g-quasicontraction. In this paper, condition (vi) in Theorem 2.1 is weaker than
that ordered g-quasicontraction in [49]. When = I (I = the identity mapping), our con-
dition (vi) reduces to an ordered g-quasicontraction in [49].

Example 3.1 Let X = {(0,-1),(1,2)}, let (a,b) < (c,d) ifand only ifa < cand b > d, and let
d be the Euclidean metric. We define the functions as follows:

flx,y) = (xz,y3 -2y + 2), glx,y) = (x3 +x2—x, 9% - 2) for all (x,y) € X.
Let ¢, ¥ : [0,00) — [0, 00) be given by
2
Y(t) = gt for all £ € [0, 00).

The only comparable pairs of points in X are (x,x) for x € X and then the contractivity
condition (2) reduces to d(fx, fx) = 0, and condition (iv) of Theorem 2.1 is trivially fulfilled.
The other conditions of Theorem 2.1 are also satisfied. It is obvious that for (0,-1) and
(1,2) € X, f(0,-1) = (0,-1) is not comparable to f(1,2) = (1,2), i.e., comparability in The-
orem 3.1 is not satisfied. In fact, f and g have two common fixed points (0,-1) and (1,2),

since
f(ox _1) :g(O’ _1) = (0: _1)’ f(l, 2) =g(1, 2) = (1’ 2)

Example 3.2 Let X = (—00, +00) with the usual metric d(x,y) = |x — y|, for all x,y € X. Let
f:X— Xandg:X — X be given by

x 3
=—, =—x forallxeX.
fx) 16 g(x) 4x orall x €
Let ¢ : [0,00) — [0, 00) be given by
1
Y(t) = Et for all £ € [0, 00).

It is easy to check that all the conditions of Theorem 2.1 are satisfied. We have

1 1 1
w(d(fx,fy)) =5 Elx_yl = 5|x—y|
- o Slx |
=352 y
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o 3 a |3 x| a |3 y
= max _'_|x—y|¢—' —X——bLbz |7V =
2 4 2 |4 1612 |47 16
a |3 y|loa |3 x
—_— _x__’_._y__
2 |4 162 |47 16

= max{y (ad(gx,gy)), ¥ (ad(gx,fx)), ¥ (ad(gy.fy))
v (ad(gn ), ¥ (ed(@y. )},

and this holds when « > % and gx > gy, i.e, %x > %y, i.e., x > y. This means that the con-

tractivity condition (2) holds when « € [é, 1).
In addition, Vx, u € X, there exists a € X such that fa = {z is comparable to fx = 7z and
fu = 5. So, all the conditions of Theorem 3.1 are satisfied.

By applying Theorem 3.1, we conclude that f and g has a unique common fixed point.
In fact, f and g has only one common fixed point. It is x = 0.

Example 3.3 Let X = [0, ] be the closed interval with usual metric and let f,g: X — X
and ¥, ¢ : [0, +00) — [0, +00) be mappings defined as follows:

flx)=a?-x* forallxeX,

2

glx)=a° forallxe X,

1
v(t) =12 f0r0§t§§,

1 1
¥(t) = Et for t > 7

Let x, y in X be arbitrary. We say that y < x if y < x. For any x,y € X such that y < x, we
have

d(fx,fy) = |x2 —xt - (y2 —y4) |

Since fmax :f(g) = 1 and fuin =£(0) = 0, f is nondecreasing at [0, 1], then x* — x* — (y* —
¥ elo, %]. By the definition of v, we have

¥ (diffy) = (|8 -2 = (P =3") )" = [+ —#* - (P =5")]

and
max{y (ad(gx,2y)), ¥ (ad(gx, fx)), ¥ (ad(gy, /), ¥ (wd(gr. 7)), ¥ (ed(gy, fx)) }
= max{[a(x* - 7)]", [0 (& - (& =) ], [« (0" - (0" - 5"))
[a(@ - (0 =) [e(? - (= #*))]")
= [a( - -¥")]"
Since x* > x? — y2(1 - y?) for all x € [0, 1], it follows that

Page 16 of 19
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Thus we have

where the last inequality holds whenever « € (0,1). Therefore, f and g satisfy (2). Also it
is easy to see that the mappings 1/(£) possess all properties in Definition 2.3, as well as
hypotheses (v), (vi), and (vii) in Theorem 2.1. Thus we can apply Theorem 2.1 and Theo-
rem 3.1.

On the other hand, for y = 0 and each x > 0 the contractive condition in Theorem 1 and
Theorem 2 of Golubovi¢, Kadelburg and Radenovi¢ [49]:

d(fx,fy) <& - M(x,y), (71)

where 0 < A <1and

M(x,y) = max{d(gv, gy), d(gx. fx), d(gy. 1), d(gx. fy), d(gy. fx) |

is not satisfied. Indeed,

M(x;0) = max{d(g(x),(0)),d(g(x),f(x)),d(¢(0),£(0)),d(g(x),£(0)),d(g(0),f (x))}

= max{xZ,x4,0,x2,x2 —x4} =2,

Thus, for any fixed A; 0 < A <1, we have, for y = 0 and each x € X with 0 <x < /1 - 1,

d(f(x),f(O)) =x -t = (1 —xz)x2 >h-a?
= A -d(g(x),£(0)) = A - M(x,0).

Thus, f does not satisfy the contractive condition in Definition 2.2. Therefore, the theo-
rems of Jungck and Hussain [52], Al-Thagafi and Shahzad [53] and Das and Naik [54] also
cannot be applied.
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