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Abstract

In this paper, we suggest and analyze an iterative method for finding a common
solution of a variational inequality, a generalized mixed equilibrium problem, and a
hierarchical fixed point problem in the setting of real Hilbert spaces. We prove the
strong convergence of the sequence generated by the proposed method to a
common solution of a variational inequality, a generalized mixed equilibrium
problem, and a hierarchical fixed point problem. Several special cases are also
discussed. The results presented in this paper extend and improve some well-known
results in the literature.
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1 Introduction

Let H be a real Hilbert space whose inner product and norm are denoted by (-,-) and
| - |I. Let C be a nonempty closed convex subset of H. Let F; : C x C — R be a bifunction,
D : C — H be a nonlinear mapping, and ¢ : C — R be a function. Recently, Peng and
Yao [1] considered the following generalized mixed equilibrium problem (GMEP), which
involves finding x € C such that

Fi(x,9) + () —ex) + (Dx,y—x) >0, VyeC. (1.1)

The set of solutions of (1.1) is denoted by GMEP(F, ¢, D). The GMEP is very general in
the sense that it includes, as special cases, optimization problems, variational inequalities,
minimax problems, and Nash equilibrium problems; see, for example, [2—-5]. For instance,
we quote reference [6] for a general system of generalized equilibrium problems.

Very recently, based on Yamada’s hybrid steepest-descent method [7] and Colao,
Marino, and Xu’s hybrid viscosity approximation method [8], Ceng et al. [5] introduced a
hybrid iterative method for finding a common element of the set of solutions of a general-
ized mixed equilibrium problem and the set of fixed points of finitely many nonexpansive
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mappings in a real Hilbert space. Under suitable assumptions, they proved the strong it-
erative algorithm to a common solution of problem (1.1) and the fixed point problem of
finitely many nonexpansive mappings. By combining Korpelevic’s extragradient method
[9], the hybrid steepest-descent method in [7], the viscosity approximation method, and
the averaged mapping approach to the gradient-projection algorithm in [10], Al-Mazrooei
et al. [2] proposed implicit and explicit iterative algorithms for finding a common element
of the set of solutions of the convex minimization problem, the set of solutions of a fi-
nite family of generalized mixed equilibrium problems, and the set of solutions of a finite
family of variational inequality problems for inverse strong monotone mappings in a real
Hilbert space. Under very mild control conditions, they proved that the sequences gen-
erated by the proposed algorithms converge strongly to a common element of three sets,
which is the unique solution of a variational inequality defined over the intersection of
three sets.

If B = 0, then the generalized mixed equilibrium problem (1.1) becomes the following
mixed equilibrium problem: Find x € C such that

Fixy) +9®) -9x) >0, VyeC. (12)

Problem (1.2) was studied by Ceng and Yao [11]. The set of solutions of (1.2) is denoted by
MEP(F, ¢, D).

If ¢ = 0, then the generalized mixed equilibrium problem (1.1) becomes the following
generalized equilibrium problem: Find x € C such that

Fi(x,y) + (Dx,y—x) >0, VyeC. (1.3)

Problem (1.3) was studied by Takahashi and Takahashi [12]. The set of solutions of (1.3) is
denoted by GEP(F, D).

If ¢ = 0 and B = 0, then the generalized mixed equilibrium problem (1.1) becomes the
following equilibrium problem: Find x € C such that

Fi(x,y9) >0, VyeC. (1.4)
The solution set of (1.4) is denoted by EP(F). Numerous problems in physics, optimization,
and economics reduce to finding a solution of (1.4), see [13, 14].

Let A be a mapping from C into H. A classical variational inequality problem is to find
a vector u € C such that

(v—u,Au) >0, VveC. (1.5)
The solution set of (1.5) is denoted by VI(C, A). It is easy to observe that

ueVICLA) +— u*= Pc[u* - pAu*], where p > 0.

We now have a variety of techniques to suggest and analyze various iterative algorithms for

solving variational inequalities and related optimization problems; see [1-41]. The fixed
point theory has played an important role in the development of various algorithms for
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solving variational inequalities. Using the projection operator technique, one usually es-
tablishes an equivalence between variational inequalities and fixed point problems. We
introduce the following definitions, which are useful in the following analysis.

Definition 1.1 The mapping T: C — H is said to be

(a) monotone if
(Tx—Ty,x-y) 20, VxyeC

(b) strongly monotone if there exists o > 0 such that
(Tx—Ty,x—y) = allx-yl?, VayeC

(c) a-inverse strongly monotone if there exists a > 0 such that
(Tx — Ty,x—y) > | Tx — Ty|?, Vx,y€C;

(d) nonexpansive if
ITx =Tyl < llx=yll, VxyeC

(e) k-Lipschitz continuous if there exists a constant k > 0 such that
ITx - Tyl <kllx—yll, Vx,yeC;

(f) a contraction on C if there exists a constant 0 < k < 1 such that
ITx - Tyl <kllx=yll, Vx,yeC.

It is easy to observe that every a-inverse strongly monotone 7" is monotone and Lips-

chitz continuous. It is well known that every nonexpansive operator T : H — H satisfies,
for all (x,y) € H x H, the inequality

(= T) ~ (= T0)). T0) - T) = 2| (769 ~2) ~ (16) ) 1.6)
and therefore, we get, for all (x,y) € H x Fix(T),
(x—T@),y- T) < % | T(x) - | (1.7)
The fixed point problem for the mapping T is to find x € C such that
Tx = x. (18)

We denote by F(T') the set of solutions of (1.8). It is well known that F(T) is closed and
convex, and Pp(T) is well defined.
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Let S : C — H be a nonexpansive mapping. The following problem is called a hierarchi-
cal fixed point problem: Find x € F(T) such that

(x—Sx,y—x) >0, VyeF(T). 1.9)

It is known that the hierarchical fixed point problem (1.9) links with some monotone vari-
ational inequalities and convex programming problems; see [15]. Various methods have
been proposed to solve the hierarchical fixed point problem; see [16—20]. In 2010, Yao
et al. [15] introduced the following strong convergence iterative algorithm to solve prob-
lem (1.9):

Yn = BnSxy + (L= Bu)xn,

Knsl = PC[ar(f(xn) + (1 - an)Tyn]r Vn > 0,

(1.10)

where f: C — H is a contraction mapping and {«,,} and {8, } are two sequences in (0,1).
Under some certain restrictions on the parameters, Yao et al. proved that the sequence
{x,,} generated by (1.10) converges strongly to z € F(T'), which is the unique solution of the
following variational inequality:

(U-f)zy-2z)=0, VyeF(T). (1.11)
In 2011, Ceng et al. [21] investigated the following iterative method:
Xn+l = PC[anpu(xn) + (- anF)(T(Yn))]: Vn=>0, (1.12)

where U is a Lipschitzian mapping, and F is a Lipschitzian and strongly monotone map-
ping. They proved that under some approximate assumptions on the operators and pa-
rameters, the sequence {x,} generated by (1.12) converges strongly to the unique solution
of the variational inequality

(pU(2) — uF(2),x—2) >0, VxeFix(T).

Very recently, Ceng et al. [22] introduced and analyzed hybrid implicit and explicit viscos-
ity iterative algorithms for solving a general system of variational inequalities with hierar-
chical fixed point problem constraint for a countable family of nonexpansive mappings in
a real Banach space, which can be viewed as an extension and improvement of the recent
results in the literature.

In this paper, motivated by the work of Ceng et al. [5, 21, 24], Al-Mazrooei et al. [2], Yao
et al. [15], Bnouhachem [23] and by the recent work going in this direction, we give an iter-
ative method for finding the approximate element of the common set of solutions of (1.1),
(1.5), and (1.9) in a real Hilbert space. We establish a strong convergence theorem based
on this method. We would like to mention that our proposed method is quite general and
flexible and includes many known results for solving of variational inequality problems,
mixed equilibrium problems and hierarchical fixed point problems; see, e.g., [15, 16, 18, 21,
23, 25] and relevant references cited therein.
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2 Preliminaries
In this section, we list some fundamental lemmas that are useful in the consequent anal-

ysis. The first lemma provides some basic properties of projection onto C.

Lemma 2.1 Let P¢ denote the projection of H onto C. Then we have the following inequal-
ities:
(z—Pclz],Pclz] -v) >0, VzeH,veC; (2.1)
2
(u=v,Pclu] = Pclv]) = | Pclul - PclV] |, Vu,ve H; (2.2)
|Pclu] = Pc]| < lu—vl, Vu,veH; (2.3)

|u—Pclal|? < Iz - ull? - |z - Pclzl|,

VzeH,ueC. (2.4)

Assumption 2.1 [1] Let F} : C x C — R be a bifunction and ¢ : C — R be a function
satisfying the following assumptions:

(A1) Fi(x,x)=0,Vx€C;

(Ay) Fy is monotone, i.e., Fi(x,y) + Fi(y,x) <0, Vx,y € C;

(A3) foreachx,y,z€ C, limy g Fi(tz + (1 - t)x,y) < Fi(x,9);

(A4) foreachx € C,y — Fi(x,y) is convex and lower semicontinuous;

(B1) for each x € H and r > 0, there exists a bounded subset K of C and y, € C N dom(p)
such that

1
Fi(z,y0) + 9(0) —9(2) + = (yx —2,2-x) <0, Vze C\K;
r

(B,) Cisabounded set.

Lemma 2.2 [1] Let C be a nonempty closed convex subset of H. Let F, : C x C — R satisfy
(A1)-(A3), and let ¢ : C — R be a proper lower semicontinuous and convex function. As-
sume that either (B1) or (By) holds. For r > 0 and Nx € H, define a mapping T, : H — C as
follows:

T,(x) = {ze C:F(zy) +9@») —o(z) + %(y—z,z—x) >0,Vye C}.

Then the following hold:
(i) T, is nonempty and single-valued,;
(ii) 7, is firmly nonexpansive, Le.,

| T,x) - T.0) | < (T,0) - T,(0),x—y), VxyeH;

(iii) F(T,(I - rD)) = GMEP(F,p, D);
(iv) GMEP(F, ¢, D) is closed and convex.

Lemma 2.3 [26] Let C be a nonempty closed convex subset of a real Hilbert space H. If T :
C — C is a nonexpansive mapping with Fix(T) # 0, then the mapping I — T is demiclosed
at0,i.e., if {x,} is a sequence in C weakly converging to x and if {(I — T)x,} converges strongly
to 0, then (I - T)x = 0.
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Lemma 2.4 [21] Let U : C — H be a t-Lipschitzian mapping, and let F : C — H be a k-
Lipschitzian and n-strongly monotone mapping, then for 0 < pt < un, uF —pU is un—pt-

strongly monotone, i.e.,

((uF = pU)x = (WF = pU)y,x - y) = (un — p7)llx - y>, Vx,yeC.

Lemma 2.5 [27] Suppose that A € (0,1) and > 0. Let F : C — H be a k-Lipschitzian and
n-strongly monotone operator. In association with a nonexpansive mapping T : C — C,

define the mapping T* : C — H by

T*x = Tx - \uFT(x), VxeC.

Then T* is a contraction provided u < i—g, that is,

|T%% - T*y|| < @ = 2v)lx-yll, VxyeC,

wherev =1-/1-u(2n — uk?).

Lemma 2.6 [28] Assume that {a,} is a sequence of nonnegative real numbers such that
an < (1 —vy)ay, + 6,

where {v,} is a sequence in (0,1) and §, is a sequence such that
(1) 302 Un =005
(2) limsup,_, o 8,/v, <0 0rY 2218, < 00.

Then lim,,—, o a,, = 0.

Lemma 2.7 [29] Let C be a closed convex subset of H. Let {x,} be a bounded sequence in H.
Assume that

(i) the weak w-limit set wy,(x,) C C, where wy,(x,,) = {% : %, — x};

(ii) foreach z € C,lim,_, o ||, — z|| exists.

Then {x,} is weakly convergent to a point in C.

3 The proposed method and some properties

In this section, we suggest and analyze our method for finding common solutions of the
generalized mixed equilibrium problem (1.1), the variational inequality (1.5), and the hi-
erarchical fixed point problem (1.9).

Let C be a nonempty closed convex subset of a real Hilbert space H. Let D,A : C — H be
0, a-inverse strongly monotone mappings, respectively. Let F; : C x C — R satisfy (A;)-
(A4), and let ¢ : C — R be a proper lower semicontinuous and convex function. Let S, T":
C — C be nonexpansive mappings such that F(T) N VI(C,A) N GMEP(F,¢,D) # (. Let
F: C — C be a k-Lipschitzian mapping and be n-strongly monotone, andlet / : C — C

be a t-Lipschitzian mapping.
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Algorithm 3.1 For an arbitrarily given x € C, let the iterative sequences {u,}, {x,}, {¥u},

and {z,} be generated by

Fi(n,9) + (D3 = ) + 9(9) = @(it) + 5y = thy s = %) = 0, Vy € C;
zy = Pcluy — AnAuyl;
Y = BuSxy + (L= Bu)zy;
X1 = PelayoU () + yuxn + (1= y)l = ayuF)(T(y,))], VYr >0,
where A, € (0,2w), {r,} C (0,20). Suppose that the parameters satisfy 0 < u < j—;’, 0<pr<
v, wherev =1- m Also {y,}, {as}, and {B,} are sequences in (0, 1) satisfy-
ing the following conditions:
(@) lim, 500y =0, Y+, <1,
(b) lim, o, =0and Y o) a, = 00,

(¢) limy,—, oo(Bu/aty) = 0,

)
(d) Yooy letna — anl <00, D02 [Vt — Yl <00, and Y02 Byt — Bul < 00,
(e) liminf,oor, >0and > oo |11 — 1| < 00,
(f) liminf,_ o Ay < limsup, A, <2 and Y 75 [Au_1 — Ayl < 00.

Remark 3.1 Our method can be viewed as an extension and improvement for some well-
known results, for example, the following.

« If y, = 0, the proposed method is an extension and improvement of the method of
Bnouhachem [23] and Wang and Xu [30] for finding the approximate element of the
common set of solutions of generalized mixed equilibrium and hierarchical fixed
point problems in a real Hilbert space.

+ If we have the Lipschitzian mapping U =f, F=1,p=pn=1,y,=0,and A = 0, we
obtain an extension and improvement of the method of Yao et al. [15] for finding the
approximate element of the common set of solutions of generalized mixed
equilibrium and hierarchical fixed point problems in a real Hilbert space.

+ The contractive mapping f with a coefficient « € [0,1) in other papers [15, 25, 27] is
extended to the cases of the Lipschitzian mapping U with a coefficient constant
y € [0,00).

This shows that Algorithm 3.1 is quite general and unifying.

Lemma 3.1 Let x* € F(T)N VI(C,D) N GMEP(F, ¢, D). Then {x,}, {u,}, {z,}, and {y,} are
bounded.

Proof First, we show that the mapping (I — r,D) is nonexpansive. For any %,y € C,

| (1 = ruD)x — (1 = ruD)y||* = || (6 - 3) - ra(Dx = D)
= |lx = y||* = 2r,(x — y, Dx — Dy) + r||Dx — Dy||*
< lx = ylI* = 7,(26 — 1) | Dx — Dyl|*
< llx—yl*.

Similarly, we can show that the mapping (I - A,A) is nonexpansive. It follows from
Lemma 2.2 that u, = T}, (x, — r,Dx,). Let x* € F(T) N VI(C,D) N GMEP(F, ¢, D), we have
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x* =T, (x* —r,Dx*).

ot — % ||2 = | Ty, (0 = ruDxn) = T, (5" = rnDx*) ||2
< ”(xn —r,Dx,) — (x* - ran*) ||2
< ||x,, —x* ||2 —1,(20 =1,) ||Dxn —Dx* H2

2
<l =" (3.1)
Since the mapping A is a-inverse strongly monotone, we have

|20 —*|* = | Pclttn — tnAuy) - Pl - 2,45 ] |
< [t - &* = 2 (Ans, — Ax¥)|?

< [t = ||* = 2200 = 1) | A, — Ax*|?

< |lun —*|”

< -] (3.2)

We define V, = a,pU (%) + Yt + (1 — yi)I — b F)(T (y,,))
quence {x,} is bounded, and without loss of generality we can assume that 8, < o, for all

). Next, we prove that the se-

n > 1. From (3.1), we have

||xn+1 —-x" || = ||PC Vil —Pc[x*] ||

< |lotupUGen) + yutn +

((1 Yl — (X,,,LLF)

< o Ul - 1) + vl =]

+ 1 -y) (1_1

apfh

n

F)(T(yn)) - <1— I

Ayl
—Vn

+ (A=)l = 0uuF) (Tn) =27 |
= o (pUGen) = F (x*)) + (00 —x*) +
(T

=)

((1 -yl - O‘n:u'F) (T(yn))

F) T (x")

= || pUGen) = pU(x*) + (pU = F)x" | + | — o7 |

g

+(1 -y,

(1_

Ol
1- Vn

F)(ron) - (1-

pfl

n

p) ()

< oot — ] + e |0U - P + il -]

2 -]

< apprli =] (oL = 1P + it~ ']

+(1- Vn)(

+ (1= Y = o) | BuSxn + (1= Bu)zw — ||
< anpe a2 + a0~ 4 4 ol -]

+ (1= Y = 0000) (B || Sxn — Sa™|| + B Sx™ —&* || + A = B) | 20 — x*)
< anpeln = +anl ot - B + vl -]

+ (L= ¥ — 0t 0) (B | St = Sa*|| + B | ™ — ™| + (1 = B) | — x*)

Page 8 of 25
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< anpeln | +anl ot - B + v -]
+ (1= Y = 00) (B || 00 — 2| + Bu | Sx* — &*|| + (1= Ba) || — 27
(L= an(v = p) 00— 2| + [ (U = )|
+ (L= ¥ — 0 0) B || Sa* — ||
< (L= (v = p0)) [0 = 5°| + ] (0U = BW | + B[S - 5°
< (1 et pe)n -]+ (ot - P ] 4 55" —])

o, (v — pT) (

=D (gt | + s -]

= (l —o,(v - pt)) ||x,, —x* || +

1
gmax{”xn—x* —— (ol = uF)x | + IISx*—x*II)},

V—pT

where the third inequality follows from Lemma 2.5. By induction on #, we obtain ||x, —
x| < max{|lxg — 2|, == (|(pU — uF)x*|| + ||ISx* — x*||)} for n > 0 and x € C. Hence

V—pT
{x,} is bounded, and consequently, we deduce that {u,}, {z,}, {vi}, {¥u}, {S(x4)}, {T(x4)},
{F(T(y,))}, and {U(x,)} are bounded. a

Lemma3.2 Letx* € F(T)N VI(C,D)NGMEP(F, ¢, D) and {x,} be the sequence generated
by Algorithm 3.1. Then we have
(@) limy— oo |41 — %40l = 0.

(b) The weak w-limit set wy,(x,) C F(T) (Wy(%4) = {x: x,, = x}).
Proof From the nonexpansivity of the mapping (I — 1,A) and Pc, we have

lzw = zuall < H (tn = ApAtty) = (Up1 — Ay 1Atk 1) ”
= H (un - Mn—l) - )Vn(Aun _Aun—l) - ()\n - )\n—l)Aun—l ”
= H (tn =ty 1) = An(Anty — Aty 1) ” + | An = A || Ay ||

< ”un - un—l” + |)\n - )\n—1|”Aun—1”' (33)
Next, we estimate that

”yn —Vn-1 ”
= ”,anxn + (1= Bu)zn - (ﬂn—lsxn—l +(1- lgn—l)zn—l) ”
= || Bu( S = Sxu1) + (Bu = Buo1)S¥n-1 + (1 = B) (Zn = Zu1) + (But = Bu)zu-t |

< Bl = %1l + (L= Bz = Zaa | + 185 = Bl (I1S%na ] + 121 ) (3.4)

It follows from (3.3) and (3.4) that

1y = Yu-1ll < Bullw =%t + @ = B { st = s ll + 12y = Apea | [ Atta |1}
+ |,3n - ,Bn—l|(||5xn—l|| + ”Zn—l”)- (3.5)
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On the other hand, u, = T}, (x, — r,Dx,) and u,_; = T}, _, (x,-1 — ry-1Dx,_1), we have

1
Fi(un,y) + 0() — @(uy) + (DX, y — ) + r-()’- UpyUp —%n) 20, VyeC (3.6)

n

and

1
Fi(tp-1,9) + ¢) — 0(p-1) + (DxXy_1,y — thp1) + " (¥ — U1y thp1 — %4-1) = 0,

n-1

VyeC. (3.7)

Taking y = u,_; in (3.6) and y = u,, in (3.7), we get

1
Fi(thps in-1) + @(n-1) — @() + (D thy — 1) + — (Upo1 = Upy Uy — %) > 0 (3.8)
n

and
Fl(un—lr Mn) + (/J(Mn) - @(un—l) + (Dxn—lr Uy — I/ln—l)

1

In

+

<un — Up-1,Up-1 — xn—l) > 0. (39)

Adding (3.8) and (3.9) and using the monotonicity of F;, we have

Up-1 — Xp-1 Uy —Xp
(Dxy_1 — Dxyyythy, — 1) + <un —Uy_1, - >0,

Tn-1 T'n

which implies that

T'n

0 = <Mn — Un-1, rn(Dxn—l - Dxn) + (Mn—l - xn—l) - (un _xn)>
n-1

Ty
= \Up1—Up Uy — Uy + | 1- Up-1
Tn-1

1,
+ (xn—l - rann—l) - (xn - rann) —Xp-1t r g xn1>
n-1

Ty "
=(Up1— Uy, (1- )t (%n-1 = 1uDxp_1) — (% — 10 DX) — Xy + ——
n-1 n-1

2
- ”un — Up-1 ”

T
= <un—1 — Up, (1 - )(un—l —%p-1) + (o1 — 1 Doxyy) — (%, — rann)>

Ty-1
2
= Nty — vyl
T'n
=< ”Mn—l - un” 1- ’ ”un—l - xn—l” + “(xn—l - rann—l) - (xn - rann) ”
n-1
2
- ||Lt,,, —Un ”
1% 2
< |lttp1 —unll |1 - . lltn-1 = %nall + 11 — Xull f = 1ot — pa |l
n-1
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and then

T'n

llety—1 — unll < |1- letng = xnall + -1 — %l

n-1

Without loss of generality, let us assume that there exists a real number p such that r, >
u > 0 for all positive integers n. Then we get

1
”Mn—l - un” = ”xn—l _xn” + ; |rn—1 - rn' ”un—l _xn—IH- (310)
It follows from (3.5) and (3.10) that
1
lyn = yn-1ll < Bullxn — xpall + (L= B Ixn — x|l + ; 170 = Pt — X1
+ Ay — )»n—1|||AMn—1||} + 1B = Buaa | (1551 [l + 120 1)

1
= |y —xpall + 1= ,Bn){ ;lrn — Tt et = Xt || + [A = Ay ”Aunlll}
+1Bn = Bucal (1551 | + 1201 1) (3.11)
Next, we estimate

11 = %l = ”PC[Vn] —Pc[V,] ”

< oo (Uxn) = Ulxn-1)) + (n — 1) pU (1)

+ VuXn — %n1) + (Vi — Vi1)%n1

+ (1—yn)[( - 1“"‘; F)(T(yn)) - (1- — F) T(yn_l)}

—Vn —Vn

+ ((1 —yu) — anMF)(T(Ynfl)) - ((1 = Y1) = an—lﬂF)(T(Ynfl))

o,V
S T l%n = X1l + Vulln — 21l + 1 - Vn)(l - 1 ny ) Y2 = Ynall

—/n

+ |V — Vn71|(||xn71” + ” T(yn—l)”)

+ oty — e | (| PU@En-1) | + | WF (T 1))

), (3.12)
where the second inequality follows from Lemma 2.5. From (3.11) and (3.12), we have

”xn+1 _xn” = oupt ||xn _xn—IH + Vn”xn _xn—l”

1
+ (1 -y, _an‘)){ oy — %1l + ;lrn = Tt tn-1 = X1 |l

+ Ay = A1 | Aty || }

+ |/3n - ﬂn—l|(”5xn—1” + ”Zn—l”) + |Vn - yn—1|(”xn—1” + ” T(yn—l)“)
+ oty — ot |([ pU ) | + | LE(Tn-0) )
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< (1= (= p)e) oon =l + %m ~ ralltes —
+ P = A | [ Attya |
+ 1B = Bual (1S%a | + 1201 ll) + 1¥ = Vaca | (120l + | TGn) )
+ 1ot = et | (|| pU Gn) | + | E(TGm0) )

< (1= (= pr)a,) %, — xpl
1
+M ;Vn—l _Vn| + |)\n _)"n—1| + |/3n _ﬂn—1| + |Vrl - yn—ll
+ oy — an—1|>' (3.13)
Here

M = max fsup 6,1 = %y-1ll 5up | Aty 1 1 5up (15211 + 12011,

n>1 n>1 n>1

Slifl)(”xn—ln + | T(an) )rsglf(”pu(xn—l)” + | wF(T(yu)) ||)].

It follows by conditions (a)-(e) of Algorithm 3.1 and Lemma 2.6 that
lim ||x,41 — x4 = 0.

Next, we show that lim,,_, o ||, — &,]| = 0. Since &* € F(T) N VI(C, D) N GMEP(F, ¢, D), by
using (3.1) and (3.2), we obtain
|1 = 2| * = (PelVi] = &%, 201 — %)
= (PcVi] = Vi, Pc[ Vil = &%) + (Vi — &%, %41 — &%)
<{ou(pUxn) = WF (%)) + Yu (0 — %) + (A = y)I = ctutF) (T (7))
— (@ =y = auptF) (T (x*)), %01 = )
— {anp (L) = L)), s = 5°) + talpU (") = HE(3), 011 — )

+ (Y (200 — 6%), 01 — %)

+(1- Vn)<( - la"l; F)(T(yn)) - (1— lajinF>(T(x*)),xn+l —x*>

n

< (@ + ) [0 = 2| o0er = | + @ulpU (x*) = P (x*), 2011 = %)

+ (1 — Vn _an‘))”yn _x* || ||xn+1 _x* ||

= P (= + =)

- 2
+ ot (pU (x*) = F (x*), 2041 — %)
1—v, —
P B (| =)
< 1 —Ol,,(; - pT)) ”anrl e ”2 + VYn +;anf ”xn i ”2

+ o, (pU (x*) = WF (x*), 2041 — %)


http://www.fixedpointtheoryandapplications.com/content/2014/1/155

Bnouhachem and Chen Fixed Point Theory and Applications 2014, 2014:155 Page 13 of 25
http://www.fixedpointtheoryandapplications.com/content/2014/1/155

P s [+ 0= =)
- (I -au(v—-p7)) “anrl i ”2 L Yt enpt ”xn _x ”2
=S >
1=y —auv)By 2

+ otn<pl,l(x*) - uF(x*),x,,H - x*) +

=y —aw)d-B,)
+

LA yE.

{H U, —x* ”2 — 120 = A) ||Au,, - Ax* ||2}

2
1— _
5(0‘"(2—"/”))”%”_96*”24,%” y -
+ a,,(pLI(x*) - MF(x*),x,Hl —x*) + M ”an —x* ”2

2

n (1_7/n _an‘))(l_lgn){Hxn _x*HZ —rn(29 —fn)HDxn —Dx*||2

2
— hn(2a = 1) | Au, - Ax*?), (3.14)
which implies that
Vo + 00T
s =" = LB,

2“" * * *
+ m(pl,[(x )—MF(?C )»xn+1 —X )

M”an x|
1+a,(v-p1)
OO0, - (20 - )| D, ~ D |

— hna = ) | A, — Ax* ||}
Vn+ 0y PT || it ”2
~1l+a,0—pr)""
20[,,, * * *
+ m(pl,[(x ) - MF(?C )»anrl —X )
(1= Y — oy)Br
1+a,(v-p1)
_ 1=y —auv)1 - By)
1+a,(v-p1)

+ | + |2~

{rn(29 — r,,)”ny, - Dx* ||2

+ 1,2 = Ay) ||Aun —Ax* ||2}

Then from the above inequality, we get

(1 —Vn— an”)(l - ,Bn)
1+a,(v-p1)

{r,,(28 —7) ||Dx,, - Dx* ”2

+ hn(20 = 1) || Auty, — Ax*|*)

Vn +0npPT 2a,

x]]2 * * *
= Tran—oD) [0 —2*|" + (oU(x*) — LF(x"), par —x7)

1+a,(v-p1)

e e L B e
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Vn +0npPT 20[,,,

T l+a,(v - p1) (pU (%) = WF (5%), %ns1 — x¥)

||x,, * ” +1+oz,,(v—,or)

Bl S0 =% |7+ (o0n = %[ + s = %) (i1 — 24l
Since liminf,_, oo A, < limsup,,_, ., An < 20, {r,} C (0,26), lim,_ 0 [|[X141 — %4l = 0, y» — O,

o, — 0,and B, — 0, we obtain lim,,_, », || Dx, — Dx*|| = 0 and lim,,_, » ||Au, — Ax*|| = 0.

Since T, is firmly nonexpansive, we have

||u,, —x* ||2 = || T, (% — raDxy) — Ty, (x* — r,Dx*) ||2
< (u,, —x*, (% — ruDxy) — (2 - r,,Dx*))
1
=3 {[|on - 5* ||2 + || Gon = D) — (6% = ruDx*) Hz
— ||t = & = [ = ruDx,) - (x* = r,Dx")]|*}.

Hence, we get

||un —x* ||2 < ||(xn —r,Dx,) - (x* - ran*) ||2 - ||un — X, + 7y (Dxn —Dx*) H2
< [xn —x* ||2 = |ttn = % + 7 (D — Dx¥) ||2

< ||x,, —x* ||2 - ”un - X, HZ + 21 ||ty — % | ||Dx,, — Dx* ||

From (3.14), (3.2), and the above inequality, we have

[ttt — 2 < L0 PT P BT |
2 2
+an(pU(x") = WF (x"), 21 = 7)
1_ n— Wn * *
(L YRV SIER
- (I -au(v-p7)) “anrl i ”2 L Yt enpt ”xn _x ”2
+ o pU (5%) = F (5*), %1 — X¥)
e 2 g, |+ 1= )= )
(1-oa,(v-p1)) . YV + 0T .
R R e o
+ otn<,0Ll(x*) - MF(x*):anrl - x*)
11—y, —
+ %{ﬂnnm —* P+ (0= B (|0 — 2| = Nl — 212

+2ry||un _xn””Dle - Dx* ”)}’

which implies that

VY + 0T
o~ = S =

20,

' m(pU(x*) — WF(x*), %11 — %)
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S LY T N
1+Oln(‘)_'0‘[)
T T T
L+a,(v-p1) ’ n

+ 27, ||ty — %l ”Dx,, — Dx* ”}

Vn"'anpt ||x _x*”Z
“1+a,(v—pr)""

2“" * * *
+ m(pll(x )—MF(JC )1xn+1 —X )

(l—Vn—(Jan)ﬂn ||Sx _x*”Z
1+a,(v-p1) "
%12 (l_yn_anv)(l_ﬂn)
" Hxn—x “ * 1+a,(v-p1)

x {-

|ty = %1 + 20 [ty = 2, | | Dy — D™ ).

Hence

(1 —Vn— O5;’1‘1)(1 - ,Bn)

2
1+oz,,(v—,or) ”Mn_xn”
_VntonpT a2, 20 *) _ * it
T 1+ a,(v-p1) ” " ” 1+ocn(v—pr)<pu(x ) MF(x )'xnﬂ x >
(l_yn_anv)ﬂn % |2
" 1+a,(v-p1) ||an—x ”

2(1 —Vn— C(nV)(l - lsn)rn

| oy o P P

1+ a,(v—p1)
M — Xk 2 L ¥\ _ * Lk
= 1+Oln(V—,07:) || n || 1+Oln(v—,ot)<'0u(x ) MF(x )’xnﬂ X >

(1 —Vn— anv)ﬁn
+ -
1+a,(v-p1)

2(1 —Vn— C(,,V)(l - ﬂn)rn
+
1+a,(v-p1)

s "

2y — %l HDxn - Dx* ”

+ (”xn _x* || + ||xn+1 - x* ”) ||xn+1 _xn||~
Since lim,,_, o0 [| %41 — %]l = 0, @, — 0, B, — 0, and lim,,_, , | Dx, — Dx*|| = 0, we obtain
lim ||u, —x,|| = 0. (3.15)
n—00
From (2.2), we get

||zn —x* ||2 = ||Pc[u,, — AAuy,) —Pc[x* - )LnAx*] ||2
< <z,, = &%, (tn — MpAuy) — (6 — AnAx*))
1
- E{Hzn —x*||2 + s = & = A (Ansy —Ax*)“2

- “”n - _)‘n(A”n _Ax*) - (Z" _x*) ”2}
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1
< ol =1+ ot =2 = e = 20— 2 (A — Ax°) [}
1
< Sl =2 =2 = Nt = 20l + 20{uts — 2 Aty — A7)}
1
< ol =17+ ot =2 =l =2l + 2020 = 2 At — A" ).

Hence

||Zn -x* ||2 = ”un —-x* “2 = llun _Zn||2 + 20| Uy — 24| ”Aun - Ax* ”

< [0 =& * = N1t = 2ull? + 20|14 — 2, | At — Ax™]).

From (3.14) and the inequality above, we have

L R e
+ an<,0LI(x*) - uF(x*),x,,+1 - x*)
1—v —
T s
1- _
< ( an(z‘) pT)) Hxn+1 e ||2 + Vn +;‘in ” L *”2
1_v, —
o) - P () i )+ VO g e,
+ = B) ([0 = 2| = ot — 2l
+ 20l — 2zl | At — Ax* )}, (3.16)
which implies that
Vi + 0 pT
s = = 22T P
20{"1 *\ _ * K
+ —1+a,,(v—,or)<pu(x ) /,LF(?C ),x,,+1 X )
(1= yu— )y w12
i 1+a,(v-p1) ||Sx,, — H
+ 1 -yu—ayv)1- By { ”xn i ”2 I, —Zn||2

1+a,(v-p1)
+ 20|l tty — za || ”AMn - Ax* H }

Hence

(1 —Vn— Oln\))(l - :31'1)

2
U, — X
ey e R
Yn t 00T || _ >,<||2
“l+a,(v-pr)""
20,

e on PUE) ~HEE) 5 =)

e O P = = =

Page 16 of 25
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+ 20l thy — 2|l | Attyy — Ax¥|

_ Vntoupt

S — — * 2
1+ a,(v-pr) ||x,, x ”

20{” * * X
+ m(pl[(&c )—,LLF(?C ),xn+1 X >

(L= ¥ — ) B

— x* 2
1+a,(v-p1) ||an x ”

+ (”xn —-x* ” + ”xwrl - x" ”)”xml =%,

+ 20|t — 2l | Avtn — Ax*|).

Since limy,_ o [|%541 — %]l = 0, ¥, = 0, @, = 0, B, — 0, and lim,,_, », ||Au,, — Ax™|| = 0, we

get
lim ||, — 2u|| = 0. (3.17)
n— o0

It follows from (3.15) and (3.17) that

lim ||%, — 24| = 0, (3.18)
n—0o0

”xn - T(yn) || f ”xn - xn+l|| + ||xn+1 - T()/n)”
=[xy — X || + ”PC[Vn] _PC[T(yn)] ”
< %n = xpaall + ||an(,oU(x,,) - /LF(T(yn))) + Vn(xn - T(yn)) ||

< %0 = %paall + atn ||pLI(x,,) - MF(T(yn)) ” T Vn ”xn - T

’

which implies that

: I |+
Xp — X +
1- Vn " i 1- Vn

”xn - T(yn)H f ||,0L1(x,,) - NF(T(yn)) H

Since lim,,_, o |[%141 — %4 || = 0, @, — 0, we obtain

lim ||x, - T(y)| = 0.

n—00

Since T'(x,) € C, we have

%0 = T || < 1120 = Zaa | + %1 = T
= [ltn = Xnar | + | Pc[Vi] = Pe[T(xa)]||
< 1% = X[l + [ (0U () = WE (T (y4)))
+ Vu(®n = TOw)) + () = Tox) |
< o = x|l + @] U ) = WE(TG)) || + Vi [0 = TG) | + 1y = %
< Nlotn = Xt | + ]| U @) = LE(T @) | + ]| 20 = T) |
+ | BuSn + (L= Bu)zw — % |
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< %n = %l + oy ||/0U(xn) - MF(T()/")) ” +Vn ”xn - T(yn)”

+ Bull Sy — x4l + A = Bz — x4l

Since lim,_ oo %41 — %ull = 0, ¥ — 0, @y — 0, B, — 0, lim, o |lx; — T(yn)” =0,
lpU(x,) — wE(T(y,))|l and ||Sx, — x,|| are bounded and lim,,_, » ||x, — 2, || = 0, we obtain

lim ”xn - T(x,,)” =0.

n—00

Since {x,} is bounded, without loss of generality we can assume that x,, — x* € C. It follows
from Lemma 2.3 that x* € F(T). Therefore w,,(x,) C F(T). a

Theorem 3.1 The sequence {x,} generated by Algorithm 3.1 converges strongly to z, which

is the unique solution of the variational inequality
(pU(2) - uF(2),x—2) <0, Vxe VI(C,A) N GMEP(F,¢,D) N F(T). (3.19)

Proof Since {x,} is bounded x, — w and from Lemma 3.2, we have w € F(T). Next, we
show that w e GMEP(F, ¢, D). Since u, = T, (x, — r,Dx,), we have

n

1
Fi(tn,y) + o) — @) + (Dxp,y — ) + — (y -ttty —%,) >0, VyeC.

n

It follows from the monotonicity of F; that

1
) —o(uy) + (Dx,y — ) + — Y — thpy by — x4) > By, 1), VyeC

T'n

and
Upy — Xy,
0 — @) + (DX, y = thyy) + (Y — Uy -z Fiy,un), YyeC.  (3.20)
g

Since limy,—. o ||#4, —%,|| = 0 and x,, — w, itis easy to observe that u,, — w.Forany0 <t <1
and y € C, let y, = ty + (1 — £)w, and we have y; € C. Then from (3.20), we obtain

<Dyt7yt - l/ty,k> > ¢(unk) - 90(%) + <Dyt’yt - unk>
Upy — Xn
- <Dxnk!yt - Mnk> - <J’t — Upy, %> +Fl(yt; unk)
3
= ¢(unk) - o) + (Dy, =Dy, ye — ) + (Dnyy, — Doy, ye — thyy )

Uy, — Xy
—\Jt— unk; — + Fl()/t) unk)o (321)
Ty,

Since D is Lipschitz continuous and lim,_. [[#, — x,|| = 0, we obtain limi_.« [|Du,, —
Dxy, || = 0. From the monotonicity of D, the weakly lower semicontinuity of ¢ and

uy, — W, it follows from (3.21) that

Dy, ye —w) = o(w) — o(ys) + Fi(ys, w). (3.22)
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Hence, from assumptions (A1)-(A4) and (3.22), we have

0 = Fi(yo,y0) + o) = 9 (1) < tFi(ys,9) + 1= )F1 (e, w) + t(y) + (1 = t)p(w) — 9(y;)
= t[Fl()’t:y)‘H/’()’)—QD()’t ] 1-1) [Fl(yt’ )“P()/t)]
< t{Fi(y59) + ) — 9] + 1 - )t(Dys, y - w), (3.23)

which implies that Fy(y.,y) + ¢(y) — ¢(y¢) + (1 — £){Dy;,y — w) > 0. Letting ¢ — 0,, we have
Fi(ey) + o) - +({Dw,y-w)>0, VyeC,

which implies that w € GMEP(F, ¢, D).
Furthermore, we show that w € Q*. Let

Av+Ncv, YveC,
@, otherwise,

Tv =

where Ncv:={we H: (w,v—u) > 0,Yu € C} is the normal cone to C atve C. Then T is
maximal monotone and 0 € 7v if and only if v € Q* (see [31]). Let G(T) denote the graph
of T, and let (v, u) € G(T); since u — Av € Ncv and z, € C, we have

(v—z,,u—Av) > 0. (3.24)
On the other hand, it follows from z, = Pc[u, — A,Au,] and v € C that
(V —ZnyZn — (un - }\nAun)> = 0

and

Zn —Un
YT

n

+ Au,,> > 0.

Therefore, from (3.24) and the inverse strong monotonicity of A, we have

(v—zu,u) > (v —2,,Av)
Zy, — Uy
> (v =2z, Av) - <v—z,,k, =
Mg

+Aunk>

Zy — Uny
> (V= 2p, AV = Az ) + (V= 2y, Az — Aty ) —(V = 24y, 5
ni

Zyy — Uny
> (V=2 Azyy — Aty ) — <v—znk, —
i

Since lim,_, o |4y — 24|l = 0 and u,, — w, it is easy to observe that z,, — w. Hence, we
obtain (v — w,u) > 0. Since T is maximal monotone, we have w € T'0, and hence w €
VI(C,A). Thus we have

w e VI(C,A) N GMEP(F, ¢, D) N E(T).
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Observe that the constants satisfy 0 < p7 < v and

k>n < K=n?

— 1-2un+ulkr>1-2un+u’n?
— J1-u(2n-pk?)=1-puny
&= un=1-/1-p(2n-uk?)

= unz=v;

therefore, from Lemma 2.4, the operator uF — pU is un — pt-strongly monotone, and
we get the uniqueness of the solution of the variational inequality (3.19) and denote it by
z € VI(C,A) N GMEP(F, p, D) N F(T).

Next, we claim that limsup,,_, . (pU(2) — uF(2),x, —z) < 0. Since {x,} is bounded, there
exists a subsequence {x,, } of {x,} such that

limsup(pU(z) — wF(2), %, — z) = lim sup(pU (2) — wF(2), %, — 2)
n—00 k— o0
=(pU(2) - uF(z),w —z) < 0.

Next, we show that x,, — z. We have

[1%41 — Z” (PC —Z, X041 — Z>

(PC Vn:PC[V]_ ) (Vn_zxxrﬁl_z)

<an PU(s) = F (2)) + (= 2)

ol o (-

= (anp(U(xn) — U(2)), %ni1 — 2) + ot pU(2) — WF(2), i1 — 2)

+ VnXn — 2, %041 — 2)

r = (1- 2 F) (T0m) - (1= {22 F ) (@) 50 -2)

—/n —/n

< (Y + np) 1% — 2l [1%n1 — 2ll + 2u(pU(2) — WF(2), %001 — 2)

+ (L= v — @) lyn = 2l %01 — 2|l
< (Y + upO)l|%n — 2] |%ni1 — 2l + (U (2) = F(2), %001 — 2)

+ (L= Y — V) { Bl Sxn — Szl + BullSz— 2|l + (1 = By) Iz, — 21l }

X % — 2|l
< (W + npT) 1% — 2l 1%ns1 — 2ll + €u(pU (2) — L (2), %1 — 2)

+ (L= v — ) {Bulln — zll + BullSz —2z]l + (1 = B) 0 — 2ll } %041 — 2]l
= (1= an(v = p0)) 1%s — 2l %041 — 2ll + otu{pU(2) — F(2), Xpi1 — 2)

+ (1 =y — V) Bull Sz — 2| %41 — 2l
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_1-a(v-p1)
- 2
+ (1= ¥ = anV)BullSz = 2 %01 - 2ll,

(”xn —2|” + [|%p1 — Z||2) + Oln(,OU(Z) — WE(2), %pe1 — Z>

which implies that

1-a,(v-p1) o
2 n 2 n
g —2l" < —————llew —zlI” +

“ 1+a,(v-p1) 1+a,(v-p1)

2(1 = yu —ouv) By
1+a,(v-p1)

(oU(2) — WF(2), %01 —2)

15z - z||[|%n41 — 2|l

206,,,(1) _;OT)
< 1_ _ _ 2 - - -
= (1= enlv = p0)l =21+ T

X{ : (pU(2) = WF(2), %501 - 2)
V- pT

(1 —Vn— anv)ﬁn
+ -

1Sz = z|| %41 = 2l }
a,(v - p7)

PP e (U (@) = WF (@), %1 — 2) + S Sz —

Let v, = a,(v — pt) and §, = ywvom s L v D)

z|[1%ns1 — 2|1}
We have

and

(pU(z) — WF(2), X1 — Z) + M
e a,(v - pr1)

limsup{ ”SZ_Z””erl_Z”} <o0.

n— 00

It follows that

oo

)
ZU” =00 and limsup—n <0.

-1 n—oo Uy
Thus all the conditions of Lemma 2.6 are satisfied. Hence we deduce that x,, — z. This

completes the proof. d

4 Applications
In this section, we obtain the following results by using a special case of the proposed
method for example.

Putting y, = 0 and A = 0 in Algorithm 3.1, we obtain the following result which can be
viewed as an extension and improvement of the method of Wang and Xu [30] for finding
the approximate element of the common set of solutions of a generalized mixed equilib-

rium problem and a hierarchical fixed point problem in a real Hilbert space.

Corollary 4.1 Let C be a nonempty closed convex subset of a real Hilbert space H. Let
D :C — H be a 0-inverse strongly monotone mapping. Let F, : C x C — R be a bifunction
satisfying assumptions (i)-(iv) of Lemma 2.2 and S, T : C — C be nonexpansive mappings
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such that F(T) N MEP(F,) #9. Let F : C — C be a k-Lipschitzian mapping and n-strongly
monotone, and let U : C — C be a t-Lipschitzian mapping. For an arbitrarily given x € C,
let the iterative sequences {u,}, {x,}, {y,}, and {z,,} be generated by

1
Fl(umy) +(Dxy,y — ty) + (P()’) - @(un) +—(—tUpty—x,) >0, VyeGC;
s

n

In = BnSxn + (1= Bp)th;

X1 = PclotpU(xy) + (I = i F)(T(O))], V=0,

where {r,} C (0,20), {a,} C (0,1), {B,} C (0,1). Suppose that the parameters satisfy 0 < 1 <

i—’;, 0 <pt<v, wherev=1-/1-u2n—-uk?). Also {a,}, {B.}, and {r,} are sequences
satisfying conditions (b)-(e) of Algorithm 3.1. The sequence {x,} converges strongly to z,
which is the unique solution of the variational inequality

(pU(2) — uF(z),x—2) <0, Vxe€ MEP(F)NF(T).

PuttingU =f, F=1,p=pn =1, y,=0,and A = 0, we obtain an extension and improve-
ment of the method of Yao et al. [15] for finding the approximate element of the common
set of solutions of a generalized mixed equilibrium problem and a hierarchical fixed point
problem in a real Hilbert space.

Corollary 4.2 Let C be a nonempty closed convex subset of a real Hilbert space H. Let
D :C — H be a 0-inverse strongly monotone mapping. Let F, : C x C — R be a bifunction
satisfying assumptions (i)-(iv) of Lemma 2.2 and S, T : C — C be nonexpansive mappings
such that F(T) N MEP(F,) # 0. Let f : C — C be a t-Lipschitzian mapping. For an arbi-
trarily given x € C, let the iterative sequences {u,}, {x,}, {yu}, and {z,} be generated by

1
Fi(ttn; y) + (Dxy,y — tn) + @) — (1) + r_(.y_ UpyUn — %) >0, VyeC;
Vn = ﬂnsxn + (1 - ﬁn)un;

Xn+l = PC[O‘nf(xn) +(1- Otn)T()’n)], Vn >0,

where {r,} C (0,20), {a,}, {Bn} are sequences in (0,1) satisfying conditions (b)-(e) of Al-
gorithm 3.1. The sequence {x,} converges strongly to z, which is the unique solution of the
variational inequality

(f(z) —~z,x~2) <0, VxeMEP(F)NF(T).
Next, the following example shows that conditions (a)-(f) of Algorithm 3.1 are satisfied.

_1 _n

Example4.1 Leto, = %n", Vi = %n", Bp=n"(withO<t<s<1),A,= D) andr, = 2.
We have

1
otn+yn:;<1,

lim oy = lim y, = lim — =0
n—00 n—00 n—oo 2pt
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and

00 ©
;an:ZﬁZOO.

n=1

Conditions (a) and (b) are satisfied.

=0.

1

. n .

lim — = lim

n—oo q, n—>o00 2p57t

Condition (c) is satisfied. We compute

1 1 1 1 (1 1\’ ¢
A1 —0y==|—F—-——)=7——71-|1-— ~ .
o\ - wt) T 2m-1) n 2t

It is easy to show Y o2 a1 — o < 00. Similarly, we can show Y 7, |B,-1 — B4l < 00 and
Z;O:I |Vn-1 — Vul < 00. The sequences {&,}, {y.}, and {B,} satisfy condition (d). We have

liminfr, = liminf =1
n—00 n—oo n+1

and

n-1 n

00 00
Z|rn—1_rn| = Z
n=1 n

=l 7 n+1

Then the sequence {r,} satisfies condition (e). We compute

1 1
2n  2(n+1)

00 [
Z|)‘1n—l_)¥n| <00 = Z
n=1 n

=1

1
5
Then the sequence {1} satisfies condition (f).

Remark 4.1 In the hierarchical fixed point problem (1.9),if S = I — (oU — uF), then we can
get the variational inequality (3.19). In (3.19), if U = 0 then we get the variational inequal-
ity (F(2),x —z) > 0, Vx € VI(C,A) N GMEP(F, ¢, D) N F(T), which just is the variational
inequality studied by Suzuki [27] extending the common set of solutions of a system of
variational inequalities, a generalized mixed equilibrium problem and a hierarchical fixed

point problem.
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5 Conclusions

In this paper, we suggest and analyze an iterative method for finding the approximate ele-
ment of the common set of solutions of (1.1), (1.5), and (1.9) in a real Hilbert space, which
can be viewed as a refinement and improvement of some existing methods for solving a
variational inequality problem, a generalized mixed equilibrium problem, and a hierarchi-
cal fixed point problem. Some existing methods (e.g., [15, 16, 18, 21, 23, 25]) can be viewed
as special cases of Algorithm 3.1. Therefore, the new algorithm is expected to be widely

applicable.
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