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Abstract
In Cerdà-Uguet et al. (Theory Comput. Syst. 50:387-399, 2012), a new mathematical
fixed point technique, that uses the so-called Baire partial quasi-metric space, was
introduced with the aim of providing the asymptotic complexity of a class of
recursive algorithms. The aforementioned technique presents the advantage that
requires less calculations than the quasi-metric original one given by Schellekens
(Electron. Notes Theor. Comput. Sci. 1:211-232, 1995). In this paper we continue the
study, started in Cerdà-Uguet et al. (Theory Comput. Syst. 50:387-399, 2012), on the
use of partial quasi-metric spaces for asymptotic complexity analysis of algorithms.
Concretely, our main purpose is to prove that the Baire partial quasi-metric space is an
appropriate mathematical framework for discussing via fixed point arguments the
asymptotic complexity of a general class of recursive algorithms to which all the
algorithms analyzed in Cerdà-Uguet et al. (Theory Comput. Syst. 50:387-399, 2012)
belong. The obtained results are illustrated by means of applying them to yield the
complexity of two celebrated recursive algorithms which don not belong to the class
discussed in Cerdà-Uguet et al. (Theory Comput. Syst. 50:387-399, 2012).
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1 Introduction
In , Matthews introduced the notion of partial metric space in order to obtain a new
mathematical framework to model computational recursion processes in program verifi-
cation bymeans of ‘metric’ fixed-point techniques []. Moreover, he gave an application of
this newmetric structure to parallel computing bymeans of a partial metric version of the
celebrated Banach fixed-point theorem in []. Later on, in , Schellekens introduced
the (quasi-metric) complexity space as a new mathematical approach of the foundation
for the asymptotic complexity analysis of algorithms []. The applicability of this theory
to the asymptotic complexity analysis of Divide and Conquer algorithms was also illus-
trated by Schellekens, in the same reference, using fixed-point arguments based on the
use of a quasi-metric version of the aforementioned Banach fixed-point theorem.
Motivated by the utility of quasi-metric spaces for the asymptotic complexity analy-

sis of algorithms via fixed-point techniques and the usefulness of partial metric spaces
to analyze program correctness, the possibility of analyzing the asymptotic complexity
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of algorithms via Matthews’ fixed-point theorem was discussed recently in []. However,
in the aforesaid reference it was shown that, at first, such an analysis cannot be carried
out through the aforementioned result. In consequence, in the preceding reference a new
mathematical tool, which was called the Baire partial quasi-metric space, was introduced
in order to provide a novel mathematical framework for the asymptotic complexity anal-
ysis of algorithms which unify, under the same framework, the quasi-metric fixed-point
arguments originating with the Schellekens approach and the seminal ideas of Matthews
on partial metric spaces. The mathematical framework based on the Baire partial quasi-
metric space presents the advantage of providing the complexity of the algorithms under
consideration through easier and fewer calculations than those given in the Schellekens
methods. In [], the applicability of the Baire partial-quasi-metric fixed-point techniques
were illustrated discussing the complexity of a few particular and celebrated recursive al-
gorithms. Nevertheless, in the class of recursive algorithms there are some whose com-
plexity cannot be analyzed be means of the fixed-point techniques developed in []. Ex-
amples of this kind of algorithms are the well-know algorithms that solves the Towers of
Hanoi puzzle and the algorithm that computes the value of the Fibonacci sequence, which
we will call Hanoi and Fibonacci, respectively, in the following.
In this paper we continue and improve the study started in [] of the use of partial quasi-

metrics for asymptotic complexity analysis of algorithms. Concretely, our main purpose
is to prove that the Baire partial quasi-metric space is a suitable mathematical framework
for discussing by means of fixed-point arguments the asymptotic complexity of a general
class of recursive algorithms towhich theHanoi, Fibonacci and all the algorithms analyzed
in [] belong.
The remainder of the paper is organized as follows: Section  is devoted, on the one

hand, to recall the basics on asymptotic complexity analysis of algorithms and, on the other
hand, to introduce the reader to the associated current metric fixed-point tools. Con-
cretely, we recall briefly, with the aim of motivating our subsequent work, the Schellekens
fixed-point method and how it can be applied to the complexity analysis of some Divide
and Conquer algorithms. Moreover, the fundamentals on partial metric spaces and their
utility in complexity analysis of algorithms are also discussed. Furthermore, in the same
section, we recall, according to [], how both frameworks, the quasi-metric and the partial
metric one, are unified in order to construct a new mathematical approach, the so-called
Baire partial quasi-metric space, which preserves the original Schellekens ideas and allows
to apply the Matthews seminal ones to complexity analysis. In Section , our new results
are presented. In particular, we introduce a new fixed-point technique based on the Baire
partial quasi-metric space that extends the provided one in [] and, in addition, allows to
provide easily the complexity of some algorithms which cannot be analyzed by means of
the aforementioned technique given in []. Finally, we validate the developed theory ap-
plying it to an analysis and retrieving the asymptotic complexity of the celebrated Hanoi
and Fibonacci.

2 The asymptotic complexity analysis of algorithms andmetric fixed-point
tools

2.1 The fundamentals
From now on, R+ and N will denote the set of nonnegative real numbers and the set of
positive integer numbers, respectively.
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In complexity analysis of algorithms, the running time of computing, that is the time tak-
ing by an algorithm in order to solve the problem for which it has been designed, plays a
crucial role (see, for instance, []). Usually there are several algorithms that are able to solve
a fixed problem. Thus, in a natural way, the complexity analysis focus its interest on deter-
mining which of them has less complexity, that is which takes less running time of com-
puting. In order to compare the complexity of all algorithms solving the same problem,
the running time of computing of each algorithm is denoted by a function T :N→ (,∞]
in such a way that T(n) represents the time taken by the algorithm to solve the problem
under consideration when the input of the algorithm is of size n. Hence, one can compare
the running time of computing all the aforesaid algorithms by means of the comparison
of their associated functions.
Nevertheless, given an algorithm, to asses which is the function that describes its run-

ning time of computing for every input size is, in many cases, a hard challenge. For this
reason, inmost situations it is enough towork, in order to compare the algorithmcomplex-
ity, with an approximate running time of computing of each algorithm to be compared. To
provide the running time of computing of algorithms in an approximate way is the main
objective of the so-called asymptotic complexity analysis of algorithms.
In what follows we recall a few pertinent notions from asymptotic complexity analysis

which will be a crucial role in our subsequent work. To this end, we will denote by RT
the set of all functions from N into (,∞].
Let f ∈ RT denote the running time of computing of a concrete algorithm. Moreover,

given a certain function g ∈RT , consider that there exist n ∈ N and c >  satisfying f (n) ≤
cg(n) for all n ∈Nwith n≥ n (of course≤ stands for the usual order on (,∞]). Hence, it is
clear that the function g provides an asymptotic upper bound of the running time f of the
algorithm under consideration. Therefore, if we do not have exact information as regards
the expression of the function f , then the function g yields us an ‘approximate’ information
of the running time of computing f in such a way that the considered algorithm takes a
time to solve the problem bounded asymptotically above by g . Following the standard
notation, we will write f ∈ O(g) provided that f , g ∈ RT and g is an asymptotic upper
bound of f .
Of course, an asymptotic upper bound itself does not provide much information on the

complexity f of the algorithm under study. In order to give a tighter bound on the com-
plexity f , in asymptotic complexity analysis of algorithms are used in addition asymptotic
lower bounds of the running time of computing. Concretely, a function h ∈RT provides
an asymptotic lower bound of the unknown running time of computing f under consid-
eration provided that there exist n ∈N and c >  such that ch(n) ≤ f (n) for all n ∈N with
n≥ n. When h is an asymptotic lower bound of f we will denote it, as usual, by f ∈ �(h).
Therefore when we have found two functions h, g ∈ RT such that f ∈ �(h) ∩ O(g), we

obtain, through h and g , a complete asymptotic information about the time f taken by the
algorithm under discussion. Moreover, in case of f obeying the condition f ∈ �(h)∩O(g),
for any h, g ∈RT , wewill say that�(h)∩O(g) is the complexity class of f . Furthermore, we
will denoted the complexity class of f by �(l) provided the existence of a function l ∈RT
such that f ∈ �(l)∩O(l).
Accordingly, the main aim of the asymptotic complexity analysis is to describe the run-

ning time of algorithms by means of determining its asymptotic complexity class.
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2.2 The Schellekens approach and the quasi-metric complexity space
According to [], and following modern terminology, a quasi-metric space is a pair (X,d)
such that X is a non-empty set and d is a quasi-metric on X, where by a quasi-metric we
mean a function d : X ×X →R

+ such that for all x, y, z ∈ X:
(i) d(x, y) = d(y,x) =  ⇔ x = y;
(ii) d(x, y) ≤ d(x, z) + d(z, y).
Clearly, a metric space is a quasi-metric space (X,d) in such a way that d satisfies the

next additional condition for all x, y ∈ X:
(iii) d(x, y) = d(y,x).
It is well known that each quasi-metric d onX generates a T-topology T (d) onX which

has as a base the family of open d-balls {Bd(x, ε) : x ∈ X, ε > }, where Bd(x, ε) = {y ∈ X :
d(x, y) < ε} for all x ∈ X and ε > . Moreover, a quasi-metric space (X,d) is called bicom-
plete if the metric space (X,ds) is complete, where the metric ds is defined for all x, y ∈ X
by ds(x, y) =max(d(x, y),d(y,x)).
In , as we have mentioned in Section , Schellekens introduced the so-called com-

plexity space with the aim of developing a mathematical foundation for the asymptotic
complexity analysis of algorithms []. Let us recall that the complexity space consists of
the pair (C,dC), where

C =

{
f ∈RT :

∞∑
n=

–n


f (n)
< ∞

}

and dC is the bicomplete quasi-metric on C defined by

dC(f , g) =
∞∑
n=

–nmax

(


g(n)
–


f (n)

, 
)
. ()

Of course in equation () the convention that 
∞ =  is adopted.

Although in asymptotic complexity analysis of algorithms the running time of comput-
ing is represented bymeans of functions inRT and, thus, the condition ‘

∑∞
n= –n


f (n) < ∞’

in not required, according to [], every reasonable algorithm, from a computability point
of view, must obey the aforementioned condition. Hence each algorithm can be associ-
ated with a function belonging to C which represents, as a function of the input size, its
running time of computing.
The utility of the complexity space in algorithm complexity is given, in part, by the com-

putational interpretation of the numerical value dC(f , g). Concretely, given two functions
f , g ∈ C , the complexity distance from f to g , that is dC(f , g), provides information about
the relative progress made in lowering the complexity by replacing any program A with
complexity function f by any program B with complexity function g in such a way that if
f 	= g , the fact that dC(f , g) =  can be interpreted as the program A is at least as efficient
as the program B. In fact, the condition dC(f , g) =  implies that f ∈O(g).
Itmust be stressed that the asymmetry of dC is key in order to provide information about

the increase of complexity whenever an algorithm is replaced by another one. Of course, a
metric would give at most information on the increase but it would not be able to provide
which algorithm of both, A or B, is more efficient.
In [], Schellekens gave an application of the complexity space to asymptotic complexity

analysis. In particular, he gave a new method, based on the use of the celebrated Banach
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fixed-point theorem, to analyze the running time of computing of Divide and Conquer
algorithms.
In what follows we recall briefly the aforesaid method, since this will allow the reader

to gain a better understanding of the motivation for our subsequent work (exposed in
Section ). To this end, let us recall that the Banach fixed-point theorem can be stated in
the quasi-metric framework as follows.

Theorem  Let f be amapping from a bicomplete quasi-metric space (X,d) into itself such
that there exists s ∈ [, ) satisfying

d
(
f (x), f (y)

) ≤ sd(x, y),

for all x, y ∈ X. Then f has a unique fixed point.

In many cases, the recursive structure of a Divide and Conquer algorithm yields the
result that its running time of computing satisfies the recurrence equation

T(n) =

{
c if n = ,
aT( nb ) + h(n) if n ∈Nb,

()

where a,b ∈N with a,b > , Nb = {bk : k ∈N}, c >  and h ∈ C with h(n) < ∞ for all n ∈ N.
Observe that for Divide and Conquer algorithms, it is sufficient to obtain the complexity

on inputs of size n with n ranges over the set Nb (for a fuller treatment we refer the reader
to []).
In order to provide the running time of computing of a Divide and Conquer algorithm

satisfying the recurrence equation (), we have to prove that the recurrence equation has a
unique solution, which represents the running time, and, in addition, we have to compute
the asymptotic complexity class of such a solution. As we show in the following, the an-
nounced Schellekens method is able to prove that equation () has a unique solution and
to yield an asymptotic upper bound (asymptotic lower bounds of the running time of Di-
vide and Conquer algorithms were obtained by Schellekens following standard arguments
which are not based on the use of fixed-point techniques):
Denote by Cb,c the subset of C given by

Cb,c =
{
f ∈ C : f () = c and f (n) = ∞ for all n ∈N\Nb with n > 

}
.

Then the quasi-metric space (Cb,c,dC |Cb,c ) is bicomplete, since the quasi-metric space
(C,dC) is bicomplete (see [] for the bicompleteness of C) and the set Cb,c is closed in (C,ds

C).
Next, given the recurrence equation (), we introduce the functional �T : Cb,c → Cb,c as

follows:

�T (f )(n) =

⎧⎪⎨
⎪⎩
c if n = ,
∞ if n ∈N\Nb and n > ,
af ( nb ) + h(n) otherwise.

()
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It is clear that a function in Cb,c is a solution to the recurrence equation () if and only if it
is a fixed point of the functional �T . Then, it is not hard to check that

dC |Cb,c
(
�T (f ),�T (g)

) ≤ 
a
dC |Cb,c (f , g) ()

for all f , g ∈ Cb,c. Consequently, Theorem  guarantees the existence of a unique fixed point
fT of �T and, thus, the existence and uniqueness of the solution to the recurrence equa-
tion (). Of course such a solution provides a unique possible representative of the running
time.
In order to approximate, according to the Schellekens approach, the running time of

computing of the algorithms under consideration it remains to give an asymptotic up-
per bound of fT . But Schellekens proved that fT ∈ O(g) provided that g ∈ Cb,c and that
�T (g) ≤ g .
The preceding facts mentioned allow us to state the next useful result [].

Theorem  A Divide and Conquer recurrence equation of the form () has a unique solu-
tion fT in Cb,c.Moreover if there exists g ∈ Cb,c such that the functional �T associated with
equation () obeys �T (g) ≤ g , then fT ∈O(g).

With the aim of illustrating the real utility of Theorem , Schellekens applied it to pro-
vide a description of an asymptotic upper bound of the running time of computing of
Mergesort (for a detailed discussion of Mergesort see, for instance, []). Specifically, he
gave a new proof of the well-known fact that the (average) running time of computing of
Mergesort f MT is in O(n log n).

2.3 The partial metric space approach
In , as we have announced in Section , Matthews introduced partial metric spaces
with a twofold objective []. On the one hand, he claimed to present a new mathemati-
cal framework to model computational recursion processes, in the spirit of Scott (see []
for details of Scott theory), in program verification by means of ‘metric’ fixed-point tech-
niques. On the other hand, in order to achieve the later purpose, he wanted to obtain an
extension of Banach’s fixed-point theorem to the partial metric context.
Let us recall a few basic notions about partial metric spaces in order to introduce the

Matthews fixed-point theorem.
Following [], a partial metric space is a pair (X,p) such that X is a non-empty set X and

p is a function p : X ×X →R
+ satisfying for all x, y, z ∈ X:

(i) p(x,x) = p(x, y) = p(y, y) ⇔ x = y;
(ii) p(x,x)≤ p(x, y);
(iii) p(x, y) = p(y,x);
(iv) p(x, y) ≤ p(x, z) + p(z, y) – p(z, z).
Of course, ametric on a non-empty setX is a partialmetric p onX satisfying, in addition,

the following condition for all x ∈ X:
(v) p(x,x) = .
It is well known that each partial metric p on X generates a T topology T (p) on X

which has as a base the family of open p-balls {Bp(x, ε) : x ∈ X, ε > }, where Bp(x, ε) = {y ∈
X : p(x, y) < p(x,x) + ε} for all x ∈ X and ε > . Moreover, as a consequence, a sequence

http://www.fixedpointtheoryandapplications.com/content/2014/1/14
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(xn)n∈N in a partial metric space (X,p) converges to a point x ∈ X with respect to T (p) ⇔
p(x,x) = limn→∞ p(x,xn).
With the aim of introducing a partial metric version of the Banach fixed-point theorem,

Matthews defined the notion of completeness in partial metric spaces. In particular, and
according to [], a sequence (xn)n∈N in a partial metric space (X,p) is called a Cauchy se-
quence if limn,m→∞ p(xn,xm) exists. A partial metric space (X,p) is said to be complete if
every Cauchy sequence (xn)n∈N in X converges, with respect to T (p), to a point x ∈ X such
that p(x,x) = limn,m→∞ p(xn,xm).
The announced new fixed-point theorem can be stated for partial metric spaces as fol-

lows.

Theorem  Let f be a mapping from a complete partial metric space (X,p) into itself such
that there is s ∈ [, ) satisfying

p
(
f (x), f (y)

) ≤ sp(x, y),

for all x, y ∈ X. Then f has a unique fixed point. Moreover if x ∈ X is the fixed point of f ,
then p(x,x) = .

It is interesting to point out that Matthews used the preceding result to provide a suit-
able test for lazy data flow deadlock in Kahn’s model of parallel computation (for a fuller
treatment of the application we refer the reader to []).
In [], motivated by the usefulness of partial metric spaces in some fields in Computer

Science, it was wondered whether partial metric spaces are also useful, like quasi-metric
spaces, in asymptotic complexity analysis in the spirit of Schellekens. Hence, in the same
reference it was noted that although the set C can be endowed with the partial metric pC
defined in [] for all f , g ∈ C by

pC(f , g) =
∞∑
n=

–nmax

(


f (n)
,


g(n)

)
,

Matthews fixed-point theorem cannot be directly applied to a discussion of the complexity
class of the running time of algorithms through (C,pC). Concretely, in spite of the partial
metric space (Cb,c,pCb,c ) being complete, it was proved that the condition

pC |Cb,c
(
�T (f ),�T (g)

) ≤ spC |Cb,c (f , g)

does not hold for any s ∈ [, ), where �T is the functional associated to the recurrence
equation () and introduced in Section .. Hence, theMatthews fixed-point theorem can-
not be applied to an analysis of the running time of computing of the Divide and Conquer
algorithms whose running time obeys equation ().
At this point, it seems natural to wonder if another choice of the partial metric could

allow to use Matthews fixed-point theorem for the purpose of discussing running time of
computing in asymptotic complexity analysis of algorithms. However, it is interesting to
note that the partial metric pC , as defined before, is the most natural partial metric that

http://www.fixedpointtheoryandapplications.com/content/2014/1/14
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can be defined on the set C because dC is induced by pC in the sense that, for all f , g ∈ C ,

dC(f , g) = pC(f , g) – pC(f , f )

and, hence, T (dC) = T (pC).
Inspired by the fact that Matthews fixed-point theorem does not constitute a suitable

tool for the aforementioned purpose, a thorough study of the possibility of applying the
partial metric pC to asymptotic complexity analysis of algorithms has been done recently
in []. In particular, new fixed-point theorems which differ from the Matthews one have
been proved in such a way that they provide a new mathematical basis to carry out an
asymptotic complexity analysis of algorithms via partial metrics (concretely via pC).

2.4 The Baire partial quasi-metric space approach
Since Theorem  cannot be used to analyze the complexity of those algorithms whose
running time of computing is the solution to a recurrence equation (), the Baire partial
quasi-metric space was introduced in []. This new mathematical structure allows us to
carry out the asymptotic complexity analysis of algorithms in the spirit of Schellekens but
now involving the original fixed-point arguments of Matthews.
In order to introduce the aforementioned Baire partial quasi-metric space and the as-

sociated fixed-point technique for complexity analysis developed in [], let us first recall
some basics on partial quasi-metrics.
Following [], a partial quasi-metric space is a pair (X,q) whereX is a non-empty set and

q is a partial quasi-metric on X. By a partial quasi-metric we mean a function q : X ×X →
R

+ such that for all x, y, z ∈ X:
(i) q(x,x)≤ q(x, y);
(ii) q(x,x)≤ q(y,x);
(iii) q(x, y) ≤ q(x, z) + q(z, y) – q(z, z);
(iv) q(x,x) = q(x, y) and q(y, y) = q(y,x) ⇔ x = y.
Of course, a partial metric on a set X is a partial quasi-metric satisfying in addition the

condition:
(v) q(x, y) = q(y,x) for all x, y ∈ X .
Similarly to the case of partial metric spaces a partial quasi-metric q generates a T-

topology T (q) on X which has as a base the family of open q-balls {Bq(x, ε) : x ∈ X, ε > },
where Bq(x, ε) = {y ∈ X : q(x, y) < q(x,x) + ε} for all x ∈ X and ε > .
On account of [], and similarly to the partial metric case, each partial quasi-metric q

on X induces a quasi-metric dq : X ×X →R
+ in the following way:

dq(x, y) = q(x, y) – q(x,x)

for all x, y ∈ X.Moreover, a partial quasi-metric space (X,q) is said to be complete provided
that the associated quasi-metric space (X,dq) is bicomplete.
TheMatthews fixed-point theorem, Theorem  in Section ., was extended to the con-

text of partial quasi-metric spaces as follows [].

http://www.fixedpointtheoryandapplications.com/content/2014/1/14
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Theorem  Let f be a mapping from a complete partial quasi-metric space (X,q) into
itself such that there is s ∈ [, ), satisfying

q
(
f (x), f (y)

) ≤ sq(x, y), ()

for all x, y ∈ X. Then f has a unique fixed point. Moreover if x ∈ X is the fixed point of f ,
then q(x,x) = .

It is worth to point out that generalizations of the preceding result have been obtained
for a few type of contractions in partial quasi-metrics spaces in [] and [], recently.
In the light of the exposed notions, and according to [], the Baire partial quasi-metric

space can be introduced as follows.
Let � be a non-empty alphabet endowed with a partial order 
. Denote by �∞ the set

of all finite and infinite sequences (words) over �. Moreover, if x ∈ �∞ denote by l(x) the
length of x (l(x) ∈ [,∞]). Furthermore, given x, y ∈ �∞, we will say that x is a subprefix
of y, denoted by x �sp y, provided that l(x)≤ l(y) and xk 
 yk for all k ≤ l(x).
Set l
(x, y) = sup{n ∈ N : xk 
 yk for all k ≤ n} whenever there exists n ∈ N such that

n ≤ l(x), xk 
 yk for all k ≤ n, and l
(x, y) =  otherwise. Then the Baire partial quasi-
metric space is the complete partial quasi-metric space (�∞,qB), where qB : �∞ ×�∞ →
R

+ is defined by

qB(x, y) = –l
(x,y)

for all x, y ∈ �∞.
As announced before, the Baire partial quasi-metric was introduced in order to apply,

in some sense, partial metric fixed-point arguments to asymptotic complexity analysis of
algorithms. Concretely, the new partial quasi-metric structure was applied successfully to
discussion of the asymptotic complexity of algorithms whose running time of computing
is typically given by the recurrence equation

T(n) =

{
c if n = ,
T(n – ) + h(n) if n≥ ,

()

with c >  and h ∈RT such that h(n) < ∞ for all n ∈N.
More specifically, the utility in asymptotic complexity analysis of the fixed-point tech-

nique developed in [] lies in the following result.

Theorem  Let � = (,∞]. Fix c ∈ � and z ∈ �∞ with l(z) = ∞ and zk 	= ∞ for all k ∈ N

with k ≥ . Let �∞
c be the subset of �∞ given by �∞

c := {y ∈ �∞ :  ≤ l(y) and y = c} and
let �z :�∞

c → �∞
c be the mapping defined by

(
�z(x)

)
m :=

{
c if k = ,
xm– + zm if  ≤m ≤ l(x) + .

Then �z has a unique fixed point w ∈ �∞
c . Moreover, l(w) = ∞. Furthermore, if u ∈ �∞

c

such that �z(u) �sp u then w�sp u.
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The newmathematical technique that follows from Theorem  is provided by the result
below.

Corollary  Let RT c = {f ∈ RT : f () = c} and let �T : Cc → Cc be the functional associ-
ated to recurrence equation () and given by

�T (f )(n) =

{
c if n = ,
f (n – ) + h(n) if n≥ ,

()

for all f ∈RT . Then the following assertions hold:
() A recurrence equation of the form () has a unique solution fT ∈RT c.
() If there exists g ∈RT c such that �T (g)≤ g , then fT ∈O(g).

In the light of the preceding results, it should be pointed out that they allow one to
provide, via fixed-point techniques, an asymptotic upper bound of the running time of
computing of those algorithms under consideration but not its complexity class (according
to the Schellekens approach exposed in Section .). Moreover, they allow to achieve this
without assuming the condition ‘

∑∞
n= –n


f (n) < ∞ for all f ∈ RT ’, which is an advantage

with respect to the Schellekens approach.

3 The new results
It is clear that the running time of computing of all recursive algorithms does not sat-
isfy necessarily the recurrence equation (). In fact, there are recursive algorithms whose
running time of computing obeys the recurrence equation

T(n) =

{
cn if  ≤ n≤ k,∑k

i= aiT(n – i) + h(n) if n > k,
()

where h ∈RT such that h(n) < ∞ for all n ∈ N, k ∈N, ci > , and ai ≥  for all  ≤ i≤ k.
Two well-known examples of recursive algorithms whose running time satisfies the pre-

ceding recurrence equation are the algorithm that solves the Towers of Hanoi puzzle,
which we will call Hanoi, and the algorithm that computes the value of the Fibonacci
sequence at any given index n with n ∈ N, which we will call Fibonacci. Concretely, the
running time of computing of Hanoi satisfies the next recurrence equation

T(n) =

{
c if n = ,
T(n – ) + d if n≥ ,

()

where c,d > . Moreover, the running time of computing of Fibonacci satisfies the recur-
rence equation

T(n) =

⎧⎪⎨
⎪⎩
c if n = ,
c if n = ,
T(n – ) + T(n – ) + c if n > ,

()

where c > .
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Obviously, the recurrence equations () and () can be retrieved as a particular case
of the recurrence equation (). Observe, also, that the recurrence equation () can be re-
trieved from the recurrence equation (). For a fuller treatment of Hanoi and Fibonacci
we refer the reader to [].
In [] and [], the Schellekens approach, exposed in Section ., was extended and

a new fixed-point technique based on the use of the (quasi-metric) complexity space was
introduced in order to provide the complexity class of those recursive algorithmswith run-
ning time satisfying the recurrence equation (). The aforesaid technique was applied suc-
cessfully to yield lower and upper asymptotic complexity bounds of Hanoi and Fibonacci
in the same references. However, such a quasi-metric fixed-point technique involves ar-
duous computations (see, for instance, Theorem  in [] and Theorem  in []) when
compared with the technique based on the Baire partial quasi-metric and given by Theo-
rem .
Motivated, on the one hand, by the fact that Theorem  is not able to provide the com-

plexity class of algorithms like Hanoi and Fibonacci and, on the other hand, by the fact
that the Baire partial quasi-metric allows one to develop fixed-point techniques that re-
quire fewer and easier calculations than those involved by the Schellekens approach and
exposed in [] and [], in this section we introduce a newmathematical technique based
on the Baire partial quasi-metric, given by Theorem , which extends the technique pro-
vided by Theorem  and, in addition, allows to provide easily, bymeans of Theorem , the
asymptotic class of those recursive algorithmswhose running time satisfies the recurrence
equation ().

3.1 The new fixed-point technique
In order to present the announced technique we need to introduce the following lemmata.

Lemma  Let � = (,∞], k ∈ N and c, c, . . . , ck ∈ �. Let �∞
c,k be the subset of �∞ given

by �∞
c,k := {y ∈ �∞ : k ≤ l(y) and ym = cm with ≤ m ≤ k}. Then �∞

c,k is closed in (�∞,ds
qB ).

Proof Suppose that (un)n∈N is a sequence in �∞
c,k which converges to w in (�∞,ds

qB ). First
of all we prove that k ≤ l(w). Indeed, assume that l(w) < k. Then taking ε = –l(w) – –k we
find that there exists n ∈ N such that

–l
(un ,w) – –l(u
n) < ε ()

for all n≥ n. Since k ≤ l(un) and l
(un,w) ≤ l(w) for all n≥ n we obtain from inequality
()

–l(w) – –k ≤ –l
(un ,w) – –l(u
n) < ε,

which is a contradiction. So k ≤ l(w).
Next we show thatwm = cm for all  ≤ m ≤ k. To this end, assume that there exists k ∈N

with k < k such that wm = cm for allm≤ k and wk+ 	= ck+. We distinguish two possible
cases:
Case . wk+ < ck+. It is clear that –l
(w,un) = –k for all n. Taking ε = –k – –l(w) we

have guaranteed the existence of n ∈N such that

–l
(w,un) – –l(w) < ε ()
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for all n ≥ n, since (un)n∈N converges to w in (�∞,ds
qB ). Hence

–k – –l(w) = –l
(w,un) – –l(w) < ε

which is impossible.
Case . wk+ > ck+. Then, given ε = –k , there exists n ∈N such that

–l
(un ,w) – –l(u
n) < ε ()

for all n ≥ n. Whence

–k – –l(un) < –k

for all n ≥ n. Hence

–k < –k + –l(u
n) ≤ –k+.

It follows that k +  ≤ k < k, which is impossible.
Consequently wm = cm for all  ≤ m ≤ k and, thus, w ∈ �∞

c,k . Therefore �∞
c,k is closed in

(�∞,ds
qB ). �

Lemma  Let f be a mapping from a complete partial quasi-metric space (X,q) into itself
such that there is s ∈ [, [ satisfying

q
(
f (x), f (y)

) ≤ sq(x, y), ()

for all x, y ∈ X. Then f has a unique fixed point x.Moreover, the following assertions hold:
() If there exists y ∈ X such that q(f (y), y) =  then q(x, y) = .
() If there exists y ∈ X such that q(y, f (y)) =  then q(y,x) = .

Proof First of all we note that the existence and uniqueness of the fixed point x of f is
guaranteed by Theorem .
() Assume for the purpose of contradiction that q(x, y) > . Then the inequality ()

yields

q(x, y) ≤ q
(
x, f (y)

)
+ q

(
f (y), y

)
– q

(
f (y), f (y)

)
≤ q

(
x, f (y)

)
= q

(
f (x), f (y)

)
≤ sq(x, y).

It follows that ≤ s < , which is a contradiction.
() Similar arguments to those given in the proof of () apply to the proof of asser-

tion (). �

The next result provides the mathematical foundations for the fixed-point technique
useful for analyzing the complexity class of recursive algorithms whose running time of
computing satisfies the recurrence equation ().
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Theorem  Let � = (,∞] and k ∈ N. Fix a, c,a, c, . . . ,ak , ck ∈ � and z ∈ �∞ with
l(z) = ∞ and zm 	= ∞ for all m ∈ N and m ≥ k + . Let �z : �∞

c,k → �∞
c,k be the mapping

defined by

(
�z(x)

)
m :=

{
cm if  ≤ m ≤ k,∑k

i= aixm–i + zm if k +  ≤ m ≤ l(x) + .

Then the following assertions hold:
() �z has a unique fixed point w ∈ �∞

c,k .
() l(w) = ∞.
() If u ∈ �∞

c,k such that �z(u) �sp u, then w�sp u.
() If v ∈ �∞

c,k , then v �sp w provided that l(v) =∞ and v�sp �z(v).

Proof The completeness of the Baire partial quasi-metric space (�∞,qB) shows that the
quasi-metric space (�∞,dqB ) is bicomplete. Moreover, by Lemma , we see that the set
�∞

c,k is closed in (�∞,ds
qB ). Thus the quasi-metric space (�∞

c,k ,dqB ) is bicomplete. Whence
we deduce that the partial quasi-metric space (�∞

c,k ,qB) is complete. Furthermore, it is a
straightforward computation to check that the mapping �z : �∞

c,k → �∞
c,k obeys the fol-

lowing inequality:

qB
(
�z(u),�z(v)

) ≤ 
k+

≤ 

qB(u, v)

for all u, v ∈ �∞
c,k . It follows, by Theorem , that �z has a unique fixed point w ∈ �∞

c,k with
qB(w,w) = . Hence l(w) = ∞. So we have proved statements () and ().
Now assume the existence of u ∈ �∞

c,k such that �z(u) �sp u. It follows, by construction
of �z , that l(u) = l(�z(u)) = ∞. Since �z(u) �sp u we obtain qB(�z(u),u) = . Hence, by
assertion () in statement of Lemma , we find that qB(w,u) = . Whence we deduce that
l
(w,u) = ∞ and, hence, that w�sp u. This proves statement ().
Finally, assume the existence of v ∈ �∞

c,k such that l(v) = ∞. It follows that l(�z(v)) = ∞.
Since v �sp �z(v) we deduce that qB(v,�z(v)) = . Hence, by assertion () in statement of
Lemma , we find that qB(v,w) = . Whence we deduce that v �sp w. This proves state-
ment (). �

Wemust emphasize that taking k =  and a =  in statement of Theorem  we retrieve,
as a particular case, Theorem .Moreover, setting k =  and a = a for any a ∈Nwith a > 
in statement of Theorem  we obtain the following corollary.

Corollary  Let � = (,∞]. Fix a, c ∈ � and z ∈ �∞ with a > , l(z) = ∞ and zk 	= ∞ for
all k ∈ N and k ≥ . Let �∞

c be the subset of �∞ given by �∞
c := {y ∈ �∞ :  ≤ l(y) and y =

c} and let �z :�∞
c → �∞

c be the mapping defined by

(
�z(x)

)
m :=

{
c if m = ,
axm– + zm if  ≤ m ≤ l(x) + .

Then the following assertions hold:
() �z has a unique fixed point w ∈ �∞

c .
() l(w) = ∞.
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() If u ∈ �∞
c such that �z(u) �sp u, then w �sp u.

() If v ∈ �∞
c , then v �sp w provided that l(v) =∞ and v�sp �z(v).

Next we want to emphasize that the Divide and Conquer recurrence equation () can
be transformed into the recurrence equation

S(m) =

{
c ifm = ,
aS(m – ) + r(m) ifm > ,

()

where S(m) = T(bm–) and r(m) = h(bm–) for all m ∈ N (recall that Nb = {bk : k ∈ N} with
b ∈N and b > ).
Therefore Corollary , and with it Theorem , retrieve as a particular case Theorem 

given in [], which was obtained with the aim of analyzing the asymptotic complexity
of those algorithms with running time of computing satisfying the recurrence equation
() by means of fixed-point arguments based on the Baire partial quasi-metric space. In
this direction, Theorem  allows us to unify Theorem  and Theorem  and, hence, to
obtain a unique fixed-point technique, via the Baire partial quasi-metric space, for the
mathematical foundation of the asymptotic complexity analysis of those algorithmswhose
running time leads in a natural way to recurrence equations of the type of equations (),
(), and (), where

T(n) =

{
c if n = ,
aT(n – ) + h(n) if n≥ ,

()

with a > , c > , and h ∈RT such that h(n) < ∞ for all n ∈N.
Notice that the recurrence equation () associated to Hanoi is a concrete case of equa-

tion (). Besides, celebrated examples of algorithms whose running time of computing
lead to the recurrence equations () and () are, for instance, Mergesort and Quicksort
(for more details see [] and []).

3.2 The application to asymptotic complexity analysis
Notice that Theorem  yields a new fixed-point technique to analyze the complexity class
of all those algorithms whose running time of computing satisfies the recurrence equa-
tion (). Indeed, we associate to the recurrence equation () the functional �T :RT c,k →
RT c,k defined by

�T (f )(n) =

{
cn if  ≤ n≤ k,∑k

i= aif (n – i) + h(n) if n > k.
()

Then Theorem  provides, in a very easy way without involving arduous computations,
the promised asymptotic complexity technique, Theorem , to determine the asymptotic
complexity (upper and lower) bounds, and thus the complexity class, of the running time
of those algorithms under study.

Theorem A recurrence equation of the form () has a unique solution fT ∈RT c,k .More-
over, if there exist g,h ∈ RT c,k such that �T (g) ≤ g and h ≤ �T (h), then fT ∈ �(h) ∩O(g).
Furthermore, fT ∈ �(l) provided that there exist c,d >  and l ∈ RT c,k in such a way that
the preceding functions g , h satisfy h(n) = cl(n) and g(n) = dl(n) for all n ∈N.
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Proof Let w ∈ �∞
c,k be the fixed point of the mapping �z ensured by Theorem . Now,

define fw ∈RT c,k by fw(n) = wn for all n ∈N. Then we immediately see that fw is the unique
solution to the recurrence equation (). So fw can be identified with the running time
of computing of a recursive algorithm satisfying the recurrence equation (), say fT . Of
course, fT (n) = fw(n) = wn for all n ∈N.
Next assume that there exists g ∈ RT c,k such that �T (g) ≤ g . Then we identify such a

function with a word ug ∈ �∞
c,k which is defined by ugn = g(n) for all n ∈ N. It is obvious

that �z(ug) �sp ug . It follows, by Theorem , that w �sp ug . Hence we have showed that
fw ∈O(g) or, equivalently, that fT ∈O(g).
Now suppose that there exists h ∈ RT c,k such that h ≤ �T (h). Then we identify such a

function with a word vh ∈ �∞
c,k which is defined by vhn = h(n) for all n ∈N. Clearly l(vh) = ∞

and vh �sp �z(vh). By Theorem  we obtain vh �sp w. Whence we deduce that h≤ fw and,
hence, that fw ∈ �(h) or, equivalently, that fT ∈ �(h).
Finally, assume that there exist c,d >  and l ∈ RT c,k such that the function g,h satisfy

g(n) = cl(n) and h(n) = dl(n) for all n ∈ N. Since �T (g) ≤ g and h ≤ �T (h) we have fw ∈
�(h)∩O(g). It follows that fw ∈ �(l)∩O(l). Consequently fw ∈ �(l). Thus fT ∈ �(l). �

Observe that, although Theorem  can be obtained from Theorem , the latter gives
a few more information about the running time of computing under consideration than
the former. This is due to the fact that the assertion () in statement of Theorem  allows
to determine the lower asymptotic complexity bound for algorithms whose running time
obeys equation () while that Theorem  does not allow one to do this. Consequently,
the version of Theorem  retrieved from Theorem  improves Theorem . So the new
fixed-point result is clearly a non-trivial extension of the old one.
Furthermore, it must be stressed that a first attempt to apply fixed-point techniques

based on the use of words to complexity analysis of algorithms was made in [] by means
of the so-called Baire balanced quasi-metric. However, the aforementioned quasi-metric
fixed-point technique was only able to provide the existence and uniqueness of solution to
recurrence equations and not the complexity class. So, in some sense, our new technique
improves those given in [], since Theorem  allows to obtain the asymptotic complexity
class of the solution to a recurrence equation associated to an algorithm and, thus, the
complexity class of its running time of computing.
In order to help the reader to glimpse the utility of Theorem , and with it also of Theo-

rem , we end the paper showing that, like the Schellekens approach, the developed theory
is helpful in providing the asymptotic complexity class of the recursive algorithms whose
running time satisfies the recurrence equation (). In particular, we apply Theorem  to
the analysis of Hanoi and Fibonacci, retrieving their well-known asymptotic complexity
class [].

Hanoi As mentioned before, the running time of computing of Hanoi matches up with
the solution, under the uniform cost criterion assumption (see []), to the recurrence
equation (). Of course, such a recurrence equation can be retrieved from equation () as
a particular case when we put k = , c = c, a =  and h(n) = d for all n ∈ N. Consider the
functional associated with equation () and given by equation () as follows:

�H
T (f )(n) =

{
c if n = ,
f (n – ) + d if n≥ ,

()
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for all f ∈ RT c,. Then Theorem  yields the existence and uniqueness of the solution
f HT (inRT c,), which obviously represents the running time of computing of Hanoi, to the
above recurrence equation.

It is a straightforward computation to check that �H
T (g) ≤ g for any g ∈RT c, if and only

if g() = c and g(n) ≥ n–(d + c) – d for all n ∈ N with n ≥ . Thus, by Theorem , we
deduce that f HT ∈O(g), where

g(n) =

{
c if n = ,
n–(d + c) – d if n≥ .

()

Moreover, it is not hard to check that h≤ �H
T (h) for any h ∈RT c, if and only if h() = c

and h(n) ≤ n–(d + c) – d for all n ∈ N with n ≥ . Thus, by Theorem , we deduce that
f HT ∈ �(h), where

h(n) =

{
c if n = ,
n–(d + c) – d if n≥ .

()

Accordingly, by Theorem , we obtain f HT ∈ �(h) ∩ O(g) with g and h given by equa-
tions () and (), respectively. Since g = h we conclude, by Theorem , that f HT ∈ �(g).
Therefore we have proved the following result.

Corollary  The complexity class of the running time of computing of Hanoi is �(n–).

Fibonacci As we have exposed above, the running time of computing of Fibonacci is the
solution to the recurrence equation (). Clearly, such a recurrence equation can be re-
trieved from equation () as a particular case whenwe put k = , a = a = , c = c, c = c
and h(n) = c for all n ∈N. Consider the functional associatedwith equation () and given
by equation () as follows:

�F
T (f )(n) =

⎧⎪⎨
⎪⎩
c if n = ,
c if n = ,
f (n – ) + f (n – ) + c if n > ,

for all f ∈RT c,. Then Theorem  yields the existence and uniqueness of the solution f FT
(inRT c,), which obviously represents the running time of computing of Fibonacci, to the
above recurrence equation.

In order to guess the asymptotic bounds we fix r >  and α >  and define the function
gα,r ∈RT c, by

gα,r(n) =

⎧⎪⎨
⎪⎩
c if n = ,
c if n = ,
rαn if n > .

In what follows we denote the value +
√


 by φ. It is a straightforward computation to
check that �F

T (gα,r) ≤ gα,r if and only if α > φ and r ≥ c
φ–φ–φ

. Then, by Theorem , f HT ∈
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O(gα,r) for all α > φ and r ≥ c
φ–φ–φ

. Hence, taking α = ., we immediately have f FT ∈
O(g., c

φ–φ–φ

).

Moreover, it is not hard to check that gα,r ≤ �F
T (gα,r) if and only if α ≤ φ for all r > . It

follows, by Theorem , that f FT ∈ �(gα,r) for all α ≤ φ and all r > . Hence, taking α = φ,
we obtain f FT ∈ �(gφ,r).
Consequently, by Theorem , we obtain f FT ∈ �(gφ,r) ∩ O(g., c

φ–φ–φ

) for all r > .
Therefore we have proved the following result.

Corollary  The running time of computing of Fibonacci belongs to the complexity class
�((.)n)∩O((.)n).

Observe that the fact that the running time of computing is in �((.)n)∩O((.)n)
guarantees that any other function, different from gα,r , chosen to determine the complexity
class of f FT would not be able to provide the suitable lower and upper asymptotic bounds
at the same time.
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