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Abstract
In this paper, we study the contraction-proximal point algorithm for approximating a
zero of a maximal monotone mapping. The norm convergence of such an algorithm
has been established under two new conditions. This extends a recent result
obtained by Ceng, Wu and Yao to a more general case.
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1 Introduction
We consider the problem of finding x̂ ∈H so that

 ∈ Ax̂,

where H is a Hilbert space and A :H⇒H is a given maximal monotone mapping. This
problem is essential due to its various application in some concrete disciplines, including
convex programming and variational inequalities. A classical way to solve such a problem
is the proximal point algorithm (PPA) []. For any initial guess x ∈ H, the PPA generates
an iterative sequence as

xn+ = Jcn (xn + en), ()

where Jcn stands for the resolvent of A and (en) is the error sequence. In general, the fol-
lowing accuracy criterion on the error sequence:

‖en‖ ≤ εn with
∞∑
n=

εn < ∞, (I)

is needed to ensure the convergence of PPA. In [], Rockefeller also presented another
accuracy criterion on the error sequence:

‖en‖ ≤ ηn‖x̃n – xn‖ with
∞∑
n=

ηn <∞,
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where

x̃n = Jcn (xn + en).

This criterion was then improved by Han and He [] as

‖en‖ ≤ ηn‖x̃n – xn‖ with
∞∑
n=

η
n < ∞. (II)

It is well known that the PPA does not necessarily converge strongly []. Then how to
modify the PPA so that the strong convergence is guaranteed attracts serious attention
of many researchers (see, e.g., [–]). In particular, one method for doing this has the
following scheme:

xn+ = λnu + ( – λn)Jcn (xn + en), ()

where u ∈H is fixed and (λn) is a real sequence. This algorithm, introduced independently
by Xu [] and Kamimura-Takahashi [], is known as the contraction-proximal point algo-
rithm (CPPA) [], which is indeed a combination ofHalpern’s iteration and the PPA. There
are various conditions that ensure the norm convergence of the CPPA with criterion (I)
(cf. [, –]) and the weakest one so far may be the following []:

(i) cn ≥ c > ;
(ii) limn λn = ,

∑∞
n= λn = ∞;

(iii) ‖en‖ ≤ ηn,
∑∞

n= ηn < ∞.
Let us now turn our attention to the CPPA under criterion (II). In this situation, Ceng,Wu
and Yao [] obtained the norm convergence under the following conditions:

(i) limn cn = ∞;
(ii) limn λn = ,

∑∞
n= λn = ∞;

(iii) ‖en‖ ≤ ηn‖x̃n – xn‖ with
∑∞

n= η
n <∞.

In the hypothesis mentioned above, the sequence (cn) is assumed to tend to infinity, so
it is natural to ask whether the norm convergence is still guaranteed for bounded (cn),
especially for constant sequence. In the present paper, we shall answer this question affir-
matively and relax condition limn cn = ∞ to a more general case:

cn ≥ c > ,

that is, we only need to assume the sequence (cn) is bounded below away from zero. The
paper is organized as follows. In Section , we prove two useful lemmas that are very useful
for proving the boundedness of the iteration. In Section , we establish norm convergence
of the CPPA under two different conditions. As a result, we extend the corresponding
result obtained in [].

2 Some lemmas
Wedenote by ‘→’ strong convergence, and ‘⇀’ weak convergence. An operatorA :H⇒H
is called monotone if

〈u – v,x – y〉 ≥ ,
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for any u ∈ Ax, v ∈ Ay; maximal monotone if its graph

G(A) =
{
(x, y) : x ∈D(A), y ∈ Ax

}
is not properly contained in the graph of any other monotone operator.
LetC be a nonempty, closed and convex subset ofH.We use PC to denote the projection

fromH onto C; namely, for x ∈H, PCx is the unique point in C with the property:

‖x – PCx‖ =min
y∈C ‖x – y‖.

It is well known that PCx is characterized by

〈x – PCx, z – PCx〉 ≤ , ∀z ∈ C. ()

A mapping T :H →H is called firmly nonexpansive if

‖Tx – Ty‖ ≤ ‖x – y‖ – ∥∥(I – T)x – (I – T)y
∥∥

for all x, y ∈H. Here and hereafter, we denote by

Jc = (I + cA)–

the resolvent of A, where c >  and I is the identity operator. The zero set of A is denoted
by S := {x ∈D(A) :  ∈ Ax}. The resolvent operator has the following properties (see []).

Lemma  Let A be a maximal monotone operator. Then
(i) D(Jc) =H;
(ii) Jc is single-valued and firmly nonexpansive;
(iii) Fix(Jc) = S, where Fix(Jc) denotes the fixed point set of Jc;
(iv) its graph G(A) is weak-to-strong closed inH×H.

Since Jc is firmly nonexpansive, this implies that

‖Jcx – z‖ ≤ ‖x – z‖ – ∥∥(I – Jc)x
∥∥ ()

for all x ∈H and all z ∈ S. In what follows, we present two lemmas that are very useful for
proving the boundedness of the iterative sequence.

Lemma  Given β > , let (sn) be a nonnegative real sequence satisfying

sn+ ≤ ( – λn)( + εn)sn + λnβ ,

where (λn) ⊂ (, ) and (εn) ∈ � are real sequences. Then (sn) is bounded;more precisely,

sn ≤ max{β , s} exp
( ∞∑

n=

εn

)
<∞.
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Proof We first show the following estimates:

sn+ ≤ max{β , s}
n∏

k=

( + εk), ∀n≥ . ()

For n = , we have

s ≤ ( – λ)( + ε)s + λβ

≤ ( + ε)
[
( – λ)s + λβ

]
≤ max{β , s}( + ε).

Assume sn ≤ max{β , s}∏n–
k=( + εk). Since max{β , s}∏n–

k=( + εk) ≥ β , we have

sn+ ≤ ( + εn)( – λn)sn + λnβ

≤ ( + εn)
[
( – λn)sn + λnβ

]
≤ ( + εn)max{s,β}

n–∏
k=

( + εk)

= max{β , s}
n∏

k=

( + εk).

We thus verify inequality () by induction. Hence,

sn+ ≤ max{β , s}
n∏

k=

( + εk)

= max{β , s} exp
( n∑

k=

ln( + εk)

)

≤ max{β , s} exp
( ∞∑

k=

εk

)
< ∞,

where the last inequality follows from the basic inequality: ln( + x) < x for all x > . �

Lemma  Given β > , let (sn) be a nonnegative real sequence satisfying

sn+ ≤ ( – λn)( + εn)sn + λnβ ,

where (λn) ⊂ (, ) and (εn) ⊆ [,∞) are real sequences. If εn( – λn) ≤ λn, then (sn) is
bounded;more precisely, sn ≤ max{β , s} < ∞.

Proof Let τn = λn – εn( – λn). Then τn ∈ (, ). It follows that

sn+ ≤ ( + εn)( – λn)sn + λnβ

= ( – τn)sn + τn(λnβ/τn)

≤ max{λnβ/τn, sn}.
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Since εn( – λn) ≤ λn, we have

λn

τn
=

λn

λn – εn( – λn)
≤ ,

which implies that

sn+ ≤ max{β , sn}.

By induction, we can show the result as desired. �

We end this section by two useful lemmas. The first one is due to Maingé [] and the
second one is due to Xu [].

Lemma  Let (sn) be a real sequence that does not decrease at infinity, in the sense that
there exists a subsequence (snk ) so that

snk ≤ snk+ for all k ≥ .

For every n > n define an integer sequence (τ (n)) as

τ (n) =max{n ≤ k ≤ n : sk < sk+}.

Then τ (n) → ∞ as n→ ∞ and for all n > n

max(sτ (n), sn)≤ sτ (n)+. ()

Lemma  Let {sn}, {cn} ⊂R
+, {λn} ⊂ (, ) and {bn} ⊂R be sequences such that

sn+ ≤ ( – λn)sn + bn + cn for all n ≥ .

If λn → ,
∑∞

n= λn = ∞,
∑∞

n= cn < ∞ and limn bn/λn ≤ , then limn sn = .

3 Convergence analysis
In what follows, we assume that A is a maximal monotone mapping and its zero set S is
nonempty. To establish the convergence, we need the following lemma, which is indeed
proved in []. We present here a different proof that is mainly based on property of firmly
nonexpansive mappings.

Lemma  Let η ∈ (, /), x, e ∈H and x̃ := Jc(x + e). If ‖e‖ ≤ η‖x – x̃‖, then

‖x̃ – z‖ ≤ (
 + (η)

)‖x – z‖ – 

‖x̃ – x‖, ∀z ∈ S. ()

Proof Since z ∈ Fix(Jc), it follows from () that

‖x̃ – z‖ ≤ ‖x + e – z‖ – ∥∥x + e – Jc(x + e)
∥∥

=
∥∥(x – z) + e

∥∥ –
∥∥(x – x̃) + e

∥∥

= ‖x – z‖ + 〈x̃ – z, e〉 – ‖x̃ – x‖. ()

http://www.fixedpointtheoryandapplications.com/content/2013/1/93
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By using inequality 〈a,b〉 ≤ η‖a‖ + ‖b‖/η, we have

〈x̃ – z, e〉 ≤ η‖x̃ – z‖ + 
η ‖e‖.

Subsisting this into () and noting ‖e‖ ≤ η‖x – x̃‖, we see that

‖x̃ – z‖ ≤ ‖x – z‖ + η‖x̃ – z‖ – 

‖x̃ – x‖,

from which it follows that

‖x̃ – z‖ ≤
(
 +

η

 – η

)
‖x – z‖ – 

( – η)
‖x̃ – x‖.

Consequently, the desired inequality () follows from the fact η ∈ (, /). �

We now are ready to prove our main results.

Theorem  For any x ∈H, the sequence (xn) generated by

[
x̃n = Jcn (xn + en),

xn+ = λnu + ( – λn)x̃n,
()

converges strongly to PS(u), provided that
(i) cn ≥ c > ;
(ii) limn λn = ,

∑∞
n= λn = ∞;

(iii) ‖en‖ ≤ ηn‖x̃n – xn‖, ∑∞
n= η

n <∞.

Proof Let z = PS(u). By our hypothesis, we may assume without loss of generality that
ηn ∈ (, /). Then by Lemma , we have

‖x̃n – z‖ ≤ ( + εn)‖xn – z‖ – 

‖x̃n – xn‖, ()

where εn := (ηn) satisfying
∑∞

n= εn < ∞. It then follows from () that

‖xn+ – z‖ =
∥∥( – λn)(x̃n – z) + λn(u – z)

∥∥

≤ ( – λn)‖x̃n – z‖ + λn‖u – z‖,

which together with () yields

‖xn+ – z‖ ≤ ( – λn)( + εn)‖xn – z‖ + λn‖u – z‖.

Applying Lemma  to the last inequality, we conclude that (xn) is bounded.
It follows from the subdifferential inequality that

‖xn+ – z‖ =
∥∥( – λn)(x̃n – z) + λn(u – z)

∥∥

≤ ( – λn)‖x̃n – z‖ + λn〈u – z,xn+ – z〉.

http://www.fixedpointtheoryandapplications.com/content/2013/1/93
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Combining this with () yields

‖xn+ – z‖ ≤ ( – λn)‖xn – z‖ –  – λn


‖x̃n – xn‖

+ λn〈u – z,xn+ – z〉 +Mεn, ()

whereM >  is a sufficiently large number. Since (εn) ∈ �, we assume that

s := lim
n→∞

n∑
k=

εk < ∞

and define tn := s –
∑n–

k= εk . Setting sn = ‖xn – z‖ +Mtn, we rewrite () as

sn+ – sn + λn‖xn – z‖ +  – λn


‖x̃n – xn‖ ≤ λn〈u – z,xn+ – z〉. ()

It is obvious that sn →  ⇔ ‖xn – z‖ → .
We next consider two possible cases on the sequence (sn).
Case . (sn) is eventually decreasing (i.e., there exists N ≥  such that (sn) is decreasing

for n≥ N ). In this case, (sn) must be convergent, and from () it follows

 – λn


‖x̃n – xn‖ ≤ (sn – sn+) +Mλn → ,

from which we have ‖x̃n – xn‖ → . Extract a subsequence (xnk ) from (xn) so that (xnk )
converges weakly to x̂ and

lim
n→∞〈u – z,xn+ – z〉 = lim

k→∞
〈u – z,xnk – z〉.

By noting the fact that x̃n = Jn(xn + en), this implies

 ← xnk + enk – x̃nk
cnk

∈ A(x̃nk )

and x̃nk = xnk + (x̃nk – xnk ) ⇀ x̂. Hence, the weak-to-strong closedness of G(A) implies
 ∈ A(x̂), i.e., x̂ ∈ S. Consequently, we have

lim
n→∞〈u – z,xn+ – z〉 = 〈u – z, x̂ – z〉 ≤ ,

where the inequality follows from (). Again it follows from () that

‖xn+ – z‖ ≤ ( – λn)‖xn – z‖ + λn〈u – z,xn+ – z〉 +Mεn.

By using Lemma , we conclude that ‖xn – z‖ → .
Case . (sn) is not eventually decreasing. Hence, we can find a subsequence (snk ) so

that snk ≤ snk+ for all k ≥ . In this case, we may define an integer sequence (τ (n)) as
in Lemma . Since sτ (n) ≤ sτ (n)+ for all n > n, it follows again from () that

 – λτ (n)


‖x̃τ (n) – xτ (n)‖ ≤ Mλτ (n) → ,

http://www.fixedpointtheoryandapplications.com/content/2013/1/93


Tian and Wang Fixed Point Theory and Applications 2013, 2013:93 Page 8 of 10
http://www.fixedpointtheoryandapplications.com/content/2013/1/93

so that ‖x̃τ (n) – xτ (n)‖ →  as n→ ∞. Analogously,

lim
n→∞〈u – z,xτ (n) – z〉 ≤ . ()

On the other hand, we deduce from () that

‖xτ (n) – xτ (n)+‖ ≤ λτ (n)‖u – xτ (n)‖ + ‖x̃τ (n) – xτ (n)‖ → ,

which together with () gets

lim
n→∞〈u – z,xτ (n)+ – z〉 ≤ . ()

Noting sτ (n)+ – sτ (n) ≥  and dividing by λτ (n) in (), we arrive at

‖xτ (n) – z‖ ≤ 〈u – z,xτ (n)+ – z〉

for all n > n, which together with () yields

lim
n→∞‖xτ (n) – z‖ ≤ .

In view of (), we have

‖xn – z‖ +Mtn ≤ ‖xτ (n)+ – z‖ +Mtτ (n)+.

Since ‖xτ (n) – z‖ →  and ‖xτ (n)+ – xτ (n)‖ →  implies ‖xτ (n)+ – z‖ → , this together with
the fact tn →  immediately yields xn → z. �

For criterion (I), Boikanyo and Morosanu [] introduced a new condition:

‖en‖ ≤ ηn with lim
n→∞

ηn

λn
= 

to ensure the convergence of theCPPA. In the following theorem,we shall present a similar
condition under the accuracy criterion (II).

Theorem  For any x ∈H, the sequence (xn) generated by

[
x̃n = Jcn (xn + en),

xn+ = λnu + ( – λn)x̃n,
()

converges strongly to PS(u), provided that
(i) cn ≥ c > ;
(ii) limn λn = ,

∑∞
n= λn = ∞;

(iii) ‖en‖ ≤ ηn‖x̃n – xn‖, limn η
n/λn = .

Proof Let z = PS(u). Similarly, we have

‖xn+ – z‖ ≤ ( – λn)( + εn)‖xn – z‖ + λn‖u – z‖, ()

http://www.fixedpointtheoryandapplications.com/content/2013/1/93
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where εn := (ηn) satisfying εn/λn → , so we assume without loss of generality that
εn( – λn) ≤ λn. Applying Lemma , we conclude that (xn) is bounded.
From inequality (), we also obtain

sn+ – sn + λnsn +
 – λn


‖x̃n – xn‖ ≤ λn〈u – z,xn+ – z〉 + snεn, ()

where we define sn := ‖xn – z‖.
To show sn → , we consider two possible cases for (sn).
Case . (sn) is eventually decreasing (i.e., there exists N ≥  such that (sn) is decreasing

for n≥ N ). In this case, (sn) must be convergent, and from () it follows

 – λn


‖x̃n – xn‖ ≤ (sn – sn+) +M(εn + λn) → ,

whereM >  a sufficiently large number. Analogous to the previous theorem,

lim
n→∞〈u – z,xn+ – z〉 ≤ .

Rearranging terms in () yields that

sn+ ≤ ( – λn)sn + λnM
(
〈u – z,xn+ – z〉 + εn/λn

)
.

We note that by our hypothesis εn/λn goes to zero, and thus apply Lemma  to the previous
inequality to conclude that sn → .
Case . (sn) is not eventually decreasing. In this case, we may define an integer sequence

(τ (n)) as in Lemma . Since sτ (n) ≤ sτ (n)+ for all n > n, it follows again from () that

 – λτ (n)


‖x̃τ (n) – xτ (n)‖ ≤ M(λτ (n) + ετ (n))→ ,

so that ‖x̃τ (n) – xτ (n)‖ → , and furthermore ‖xτ (n) – xτ (n)+‖ → . Analogously,

lim
n→∞〈u – z,xτ (n)+ – z〉 ≤ .

It follows from () that for all n > n

sτ (n) ≤ 〈u – z,xτ (n)+ – z〉 + Mετ (n)

λτ (n)
.

By combining the last two inequalities, we have

lim
n→∞ sτ (n) ≤ ,

from which we arrive at

√sτ (n)+ =
∥∥(xτ (n) – z) – (xτ (n) – xτ (n)+)

∥∥
≤ √sτ (n) + ‖xτ (n) – xτ (n)+‖ → .

Consequently, sn →  follows from () immediately. �
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