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We propose, in the general setting of topological spaces, a definition of two-dimensional
oriented cell and consider maps which possess a property of stretching along the paths
with respect to oriented cells. For these maps, we prove some theorems on the existence
of fixed points, periodic points, and sequences of iterates which are chaotic in a suit-
able manner. Our results, motivated by the study of the Poincaré map associated to some
nonlinear Hill’s equations, extend and improve some recent work. The proofs are ele-
mentary in the sense that only well-known properties of planar sets and maps and a
two-dimensional equivalent version of the Brouwer fixed point theorem are used.

1. Introduction and basic settings

1.1. A motivation from the theory of ODEs. This paper deals with the study of fixed
points and periodic points, as well as with the investigation of chaotic dynamics (in a
sense that will be described later) for continuous maps defined on generalized rectangles
of a Hausdorff topological space X.

Motivated by the study of the Poincaré map associated to some classes of planar ordi-
nary differential systems, like equation

x=y, y=—-w(t)g(x) (1.1)
which, in turn, corresponds to the nonlinear scalar Hill equation

X+w(t)g(x) =0, (1.2)

we introduced in [42] the concept of a map stretching a two-dimensional oriented cell A
into another oriented cell 9. Formally, an oriented cell % was defined in [42] as a pair
(R, R7), with R < R? being the homeomorphic image of a rectangle and with the set
R~ < dR playing a role which may remind us (but in a very weak sense) of that of an
exit set in the Conley-Wazewski theory [11, 55, 56]. The stretching definition was then
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114 Mappings defined on two-dimensional cells

thought in order to take into account the orientation of the cells which are involved. In
detail, for each cell s, B, we select two disjoint arcs of its boundary and then consider
their union which we denote by sd~ (for the cell s4) and by B~ (for the cell B), respec-
tively. A continuous map y defined on o is said to stretch the oriented cell A= (s, 507)
to the oriented cell % = (B, %) along the paths, if for each path o < o intersecting both
the sides of s{~ there is a subpath y < ¢ such that y(y) € B and y(y) intersects both
the sides of 9B~ In this case, we write 1 : A <t %. To be more precise, we should also
mention the fact that, in general, the map v will not be defined in the whole cell #. For
instance, thinking in terms of the Poincaré map associated to (1.2), we may have blowup
phenomena which prevent the solutions to be globally defined (e.g., when w < 0 and
g(x) ~ |x]%"1x at infinity, with « > 1, see [4, 6, 8, 28]). However, we can go round this
obstacle by suitably modifying the stretching definition and introducing an appropriate
compactness condition. With the aim of shortening our presentation in this introductory
part of the paper, we ignore for the moment this fact that will be discussed in Section 3
and so we proceed further by assuming the simplified case in which s{ < D,, (Dy, being
the domain of y).

In [42], taking advantage of some previous technical lemmas developed in [40] (see
also [37]) concerning the nonlinear Hill equation (1.2), with g(x) a function having a
superlinear growth at infinity and with w(f) a sign-changing weight, we interpreted the
results in [40] in terms of the Poincaré map ¢ associated to system (1.1) in order to show
that we can find a conical shell

W={(xy) €R*: x>0, y>0, r* <x*+y* <R*} (1.3)
and its opposite — W with respect to the origin such that
G (W, W) < = (W, W), (1.4)

(under all the possible four combinations of “+” and “—,” and using the convention that
+W = W). Next, as a consequence of (1.4), we proved that for every two-sided sequence
of symbols (si)kez with sx € {—,+}, there is a corresponding “coin-tossing” sequence of
points (wk)kez such that

zn €W, zkm=v(zk), VkeZ. (1.5)

Via a fixed point theorem for planar maps satisfying the stretching property, we also
proved (see [42]) that if (s¢)kez is a periodic sequence of symbols, then the z;’s can be
chosen to form a periodic sequence as well. Using the results in [40], the consequence in
terms of the nonlinear Hill equation was that, given an equation like

F+wt) x| 'x=0, a>1, (1.6)
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with w: R — R a sufficiently regular T-periodic function such that, for some f; and 7 €
10, TT,

w(t) >0 on |ty to+1[, w(t) <0 onty+1,to+ T, (1.7)

then the following property holds: for every two-sided sequence (si)kcz with s € {0,1},
there are at least two solutions x(-) of (1.6) having exactly s zeros in the interval 1ty + kT +
T,t0 + (k+ 1) T (if we have a solution x(-) with some oscillatory properties, also —x(-)
is a solution with the same zeros). Actually, for (1.6), there are many other solutions
with the same properties (even infinitely many!). In fact, we can also prove that there are
solutions with exactly sy € {0,1} zeros in the interval |ty + kT + 7,1y + (k + 1) T[ where
w < 0 and with a large number of zeros in the interval J¢y + kT, ty + kT + 7[ where w > 0.
For the precise statements of the corresponding theorems, see [40, 42] (with respect to
chaotic-like solutions) and [38, 42] (for results about periodic solutions). We also refer
to the pioneering works of Butler [5, 7] on the existence of infinitely many solutions to
(1.2) and to Terracini and Verzini who in [54] first showed, using a variational approach,
the existence of complex oscillatory properties for the solutions of (1.6). Recent studies
about the chaotic dynamics associated to (1.2) in the superlinear case are also included in
[9]. Further applications of our approach to (1.2) under different conditions on g(x) can
be found in the forthcoming papers [12, 39, 43]. We refer to [41, 43] for a survey of some
recent results on this topic.

To conclude this part of the introduction and also recalling a similar observation in
[43], we mention the work of Kennedy and Yorke [20] on the topology of stirred fluids,
in order to call the reader’s attention to the interesting analogies between the Poincaré
operator associated to (1.1) with a sign-changing weight and the maps considered in
[20] as a result of compositions between a compression-expansion of the fluid along two
different directions and a stir-rotation mapping which provides a suitable twist to the
fluid (cf. [20, page 210, Figures 10-11]). See also [19] for related results.

The aim of this paper is addressed toward two different, but related, directions. On
the one side, we plan to extend our results in [42] to a more general setting (actually, to
the case of stretching maps between oriented cells in the general Hausdorff topological
spaces). In this way, we may better understand some properties which were devised in
[42], having in mind essentially only the case of the Poincaré map associated to planar
ODEs, and, consequently now, thanks to a more general setting, to make such proper-
ties more suitable with respect to other possible applications (not necessarily to ODEs).
On the other hand, after a refinement of our stretching definition, we are able to im-
prove a corresponding fixed point theorem of [42]. Indeed, here we do not require (as in
[42, Theorem 2.1]) that s{ = &B and we can prove that an intersection condition on the
two cells will be sufficient (see Theorem 3.14 below). We also show, by means of a coun-
terexample in Section 3.3, that a technical hypothesis of compactness in the generalized
stretching condition cannot be avoided. This makes our results, in some sense, sharp.

A further aspect that we briefly consider is the following. As we already noticed in
[43, 42], it appears that there are strong connections between our approach and some
preceding results of Kennedy and Yorke [21] and Kennedy, Kogak, and Yorke in [18]
about topological horseshoes. Now we show how we may enter in the framework of
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[18, 21] (with the advantage of having available for our case some tools already developed
in [18, 21]) and which are the main differences. To summarize here our interpretation,
we recall that in [21] the authors consider a continuous map f : X 2 Q — X, where Qisa
locally connected and compact subset of a separable metric space X. The set Q is assumed
to contain two (nonempty) disjoint and compact subsets end, and end,; such that each
component of Q intersects both endy and end,. A connectionT = Q is a continuum which
intersects both end, and end;, while a preconnection y < Q is a continuum for which f(y)
is a connection. Furthermore, a crossing number k is defined as the largest number such
that every connection contains at least k mutually disjoint preconnections. Then, under
the above hypotheses on X, Q, and f and assuming also that

k=2, (1.8)

there exists a closed invariant set Q; < Q for which f|q, is semiconjugated to a one-sided
shift on k symbols (cf. [21, Theorem 1]). Now, if we have an oriented cell A= (A, A7),
we can consider the two components of s~ as the subsets endy and end, for the set Q = o4
and thus we may read the situation y : A <l asa particular case of a crossing number

k=1 (1.9)

This makes clear that, from some point of view, our setting is only a particular case of
that considered in [21] (and also in [18]), but, due to the restricted situation considered
by us, we have the possibility to obtain some more information (e.g., the existence of
fixed points or periodic points) that is not provided in [18, 21]. In [18], the authors
suggested studying the problem of a crossing number k = 1. In fact, in [18, Section 7],
they wrote: “we have generalized the notion of horseshoe maps in this paper, but further
generalizations could be possible if the case k = 1 was better understood.” We hope that
our results in Section 3 may be regarded as a possible contribution in this direction.

In Section 4, we discuss how to consider in our setting the case k > 2 and obtain a
theorem about coin-tossing dynamics on k-symbols for y along its iterates. Applying our
fixed point theorem, we also prove that every periodic sequence of symbols is actually
realized by some periodic point of the map y (see [31, 32, 52, 53, 60, 61, 62] for other
papers in which a similar definition of chaos is considered). We stress the fact that, besides
our stretching condition v : A < B, only an assumption about the intersection of &/
and 9B is required. Such an assumption turns out to be particularly simple to express
when y is a homeomorphism, just looking at the manner in which & and % intersect
each other.

As a last remark, we notice that all our results are obtained using only elementary prop-
erties either from the theory of compact connected sets [1, 25, 57] or from the topology
of the Euclidean plane [17, 33]. The only more sophisticated tools will be the Brouwer
fixed point theorem in dimension two and the Jordan-Shoenflies theorem. Even if we
have to pay the price for the limitation in using simple tools by the fact that, at this stage,
the applications of our theorems are confined to a two-dimensional setting, nevertheless
we think that our approach may have a “pedagogical” interest too, since it shows a way
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to obtain fixed points, periodic points, and chaotic-type dynamics using only elementary
properties.

1.2. Main definitions. In the plane R? endowed with the Euclidean norm || - ||, we con-
sider the unit square 2 = [0,1]? and its vertical sides (edges)

9; = {0} x[0,1], 9, = {1} x[0,1], (1.10)
and horizontal sides (edges)
5 =10,1] x {0}, 9F =10,1] x {1}. (1.11)
We also define the sets
27 =9;,0V9, 2" =9, 09/ (1.12)

and call the pair 9 = (9,97) the standard two-dimensional oriented cell.

Throughout the paper, X will be a Hausdorff topological space. By a continuum of
X we mean a compact and connected subset of X. Among the continua of X, we will
consider also the paths and arcs which are the continuous and the homeomorphic images
of the unit interval [0, 1], respectively. A subset R = X is called a two-dimensional cell
(or simply a cell when no confusion may arise) if there is a homeomorphism h of 2 < R?
onto R < X. Clearly, R, as a topological space, inherits the topological properties of 2, so
that it is a compact, connected, simply connected, and metrizable space and the compact
subsets of R are those subsets of R which are closed relatively to %R, or, that is the same
since X is a Hausdorff space, the closed sets of X which are contained in %R.

We denote 0%R € R = h(09) and call it the contour of R. Note that if 7R is a cell, then its
contour is determined independently of A. In particular, 0% is a homeomorphic image
of the unit circumference S' = {(x,y) € R?: x>+ y?> = 1} and then it is a simple closed
curve (a Jordan curve).

Definition 1.1. An oriented cell is a pair R = (R, R7), where
R™ =Ry UR] < R (1.13)

is the union of two disjoint (compact) arcs. The closure in 0 of the set R \ R~ is the
disjoint union of two arcs too. We denote this closure by " and its two components by

RE and RT.

Ifh = (R, R7) is an oriented cell with h: 2 — R a homeomorphism defining R, we
have that h™!'(R, ) and h='(R|) are two disjoint arcs of d2. As a consequence of the
Jordan-Shoenflies theorem (see [17, 33]), it is not difficult to see that there is a home-
omorphism h; : R? — R? such that 7(2) = Q, h1(02) = 02, and hi(h"Y(Ry)) = 9,
hy(h"Y(R7)) =92, . Hence, hg =hohi! :R2 29 — R < X is a homeomorphism with
ho(2) = R, ho(0Q) = OR, ho(2;) = Ry, and ho(2; ) = Ry . If we like, we can take kg so
that ho(2)) = Rg and ho(2)) = R{. As a consequence of this fact, for any oriented cell
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R = (R,R"), there s ahomeomorphism q: R?> 2 9 — R < X having the same propertles
listed above for hy. To indicate the occurrence of this s1tuat10n, we will write g : 9o %R,

Extending a little this definition, we will write q : Po g{, also when @ = [a,b] X
[c,d] = R? is a planar rectangle with %~ equal to the union of two opposite (closed) sides
and P equal to the union of the other two (closed) sidesand g:R? 2P - R <X isa
homeomorphism with g(?) = R, q(0%P) = dR, mapping the left side of P onto R, and
the right side of 2 onto R| and, similarly, mapping the lower and the upper sides of P
onto .

IfR = (R, R")isan oriented cellof X and ¢ : X 2 R — ¢(R) = X is a homeomorphism
of R onto its image ¢(R), we have that ¢(R) is a two-dimensional cell with dp(R) =
¢(0R). In this case, if we set

(/5(97{)7 = qﬁ(?R*), (1.14)
we can define, in a canonical way, the oriented cell ¢(97t) as

$(R) := $(R) = ($(R), (). (1.15)

Remark 1.2. Our definition of oriented cell R = (R,9R ) fits with that of (1,1)-window
considered recently by Gidea and Robinson in [15]. More precisely, given g : 9o R,
we have that (R,q) is a (1,1)-window according to [15, page 56]. In [15, Section 5], the
authors apply an extension of the method of correctly aligned windows (see also [13, 32,
62, 63]) to the existence of symbolic dynamics for higher-dimensional systems and hence
[15] deals with the case of (u,s)-windows with u and s possibly greater than one, as well.
We point out, however, that our definition of a map stretching an oriented cell to another
along the paths (see Section 3, Definition 3.1 below) requires fairly less conditions than
the corresponding definition of a window forward correctly aligned with another window
under a map, as considered in [15, Definition 5.2]. We refer to [64] for a recent and gen-
eral treatment of such an approach and to [3, 59] for further applications of Zgliczynski’s
method.

The next definition is crucial for our applications.
Let M = (M, M) and N = (N, N7) be two oriented cells in X.

Definition 1.3. (see Figure 1.1) A is said to be a horizontal slice of N, in symbols:
Mep N, (1.16)
if

McN (1.17)

and, either

My Ny, My S NT, (1.18)
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Figure 1.1. Examples of M <, Nand M <, N (the left and the right figures, respectively). The painted

areas represent M as embedded in N. The [-] -sets for the oriented cells M and N are indicated with
a bold line.
or

My = N7, My = Ny (1.19)

Similarly, M is said to be a vertical slice of N , in symbols:

Me, N, (1.20)
if
Mec N (1.21)
and, either
MG = NE, MT = NT, (1.22)
or
MG = NT, M = NE. (1.23)

Remark 1.4. From the definition, it is clear that

(M M)y A(Nepil) = =N (1.24)
and also that
M, YA Ne, M) = M=N. (1.25)

On the other hand, perhaps, more interesting is the fact that

~ ~ ~ ~

(Mep Ny A (e, K) = M =N. (1.26)
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The proof is omitted and is left to the reader. Observe also that from (M Ch N )A (th c,
J) we can only obviously deduce that M = N, but, in general, we cannot conclude that

M=N.

2. A key lemma

The main result of this section is Lemma 2.3 where we rephrase in terms of oriented cells
a classical theorem of plane topology. Our result is strongly related to the fact (already
applied by Hastings in [16, page 131]) that if a closed set separates the plane, then some
component of this set separates the plane too [36]. Analogous results were applied by
Conley [10] and Butler [5] (in a more or less explicit form) in some papers dealing with
ordinary differential equations. A proof of a variant of Lemma 2.3 was given in [46].
See also [43] for a proof which follows the argument in [46], using a two-dimensional
version of the Alexander addition theorem as presented in [49, page 82]. Here we provide
a different proof which reduces the statement of the lemma to an equivalent form of the
Brouwer fixed point theorem, namely, the Poincaré-Miranda theorem [23, 26] that we
recall here for the reader’s convenience in the two-dimensional case.

THEOREM 2.1 (Poincaré-Miranda theorem). Let (f,g) : E = [—ay,a1] X [—az,a2] — R? be
a continuous vector field such that f(—ay,y) <0 < f(ay,y), foreach |y| < a, and g(x,—a,)
<0 < g(x,az), for each |x| < ay. Then, there exists (xo, yo) € E such that f(xo, yo) = 0 and
8(x0,y0) = 0.

Proof. Consider the situation in which a; = a, = 1 for & = [—1, 1]? (the general case easily
follows via an elementary change of variables) and define the function 7 : R — R,

7(s) = min {1, max{—1,s}}. (2.1)
Consider now the continuous map

¢:E—E, ¢(xy)=nx~-fxy).nly-gxy)) (2.2)

which has a fixed point (xo, y9) by the Brouwer fixed point theorem. It is not difficult to
check that (xo, yo) is actually a zero of the vector field (f,g). The same proof extends to
the N-dimensional case (N > 2). Conversely, it is straightforward to obtain a proof of the
Brouwer fixed point theorem for the rectangle via the Poincaré-Miranda theorem. In fact,
if ¢ : E — E, then I — ¢ satisfies the assumptions of Theorem 2.1. O

Remark 2.2. The Poincaré-Miranda theorem was first announced by Poincaré in 1883
[44] and published in 1884 [45], with reference to a proof using the Kronecker’s index
[27]. In the two-dimensional case, Poincaré also proposed a heuristic argument which
reads as follows (cf. [27]). The “curve” g = 0 starts at some point of x = —a; and ends at
some point of x = a; and, in the same manner, the “curve” f = 0 starts at some point of
y = —ap and ends at some point of y = a,. Hence, the two “curves” meet at some point
of the square E. The name of Miranda is associated to this theorem for his proof (1940)
[29] of the equivalence to the Brouwer fixed point theorem (see also [26]). For different
proofs of the Poincaré-Miranda theorem in the N-dimensional case, see [23, 30, 47, 48].
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LemMa 2.3. Let R = (R,R™) be an oriented cell in X and suppose that ¥ = R is a compact
set such that 0 NS + &, for each path o contained in R and joining Ry to Ry. Then &
contains a continuum @ joining Ry to RT.

Proof. We consider the vertical strip
V={(xy)eR*:-1<x<1} =[-1,1] xR, (2.3)
bounded by the vertical lines
Voi={-1} xR,  V,={1}xR. (2.4)

In V', we consider the horizontal lines

-1
H_y=[-1,1] x{-1}, H—1/2=[—131]X{7},
1 (2.5)
H1/2=[—1,1]><{5}> Hy=[-1,1] x {1}
and the rectangle P = [—1,1] x [—1/2,1/2] = R2. We also define
Py =H_12, P =Hip,
. N (2.6)
O:V,lm?/), @1=Vlﬁ@.
Finally, set
P =P, P, P =PruPt, (2.7)
and take a homeomorphism ¢ : P o— 9. With these positions, the compact set
T=q () cP (2.8)

satisfies the following path-intersection property:

(P1) I no # &, for each path ¢ contained in % and joining H_,, to Hy,.

Clearly, we have also the following property satisfied:

(P2) I is a compact subset of % such that J n o # &, for each path ¢ contained in V'

and joining H_, to H;.

Consider now the set A ="\ J which is open in ¥ and locally arcwise-connected.
From (P2), we have that A is not connected and the segments H_, and H, belong to
different components of A. Hence, there are two open disjoint sets A_; and A; with A =
A_;UA; and such that H_; € A_,, H, < A;. Next, proceeding like in [46], we define the
function

-1, if(x,y) €Ay,
w(x,y) =40, %f (xy)ed, (2.9)
1, if (x,y) € Ay,

g(x,y) :=w(x, y)dist ((x,y); 7).
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The map g : R? 2V — R is continuous and satisfies the following properties:

g(x,y) <0, for(x,y)e Ay,

glx,y)=0, for(x,y)eT, (2.10)
glx,y) >0, for(x,y) €A

and, in particular,

g(x,y)<0, V(x,y)€H_,
(2.11)

glx,y)>0, V(x,y)eH.

Assume now, by contradiction, that J does not contain a continuum joining V_,;

to V). Hence, by the Whyburn lemma (cf. [25, chapter V], [57]), it follows that the

nonempty disjoint compact sets V_; N J and V; N T are separated in 7, that is, there

areclosedsubsets F_ 12V iNnJTand Fi2VinT withF.1NF=d,andF_UF, =9.
Finally, on the square E = [—1,1]? we consider the compact disjoint sets

Fi=En(F.iuV,), F=Bn(FuWVy) (2.12)
and define the continuous function
£, y) = dist ((x, y); F_y) — dist ((x, y); E1). (2.13)
By the definition of f, we have that
fx,y)<0, VY(xy)eV_nE, flx,y)>0, VY(x,y)eVinE. (2.14)
The continuous vector field
(f.g):E—R’ (2.15)

satisfies the assumptions of the Poincaré-Miranda theorem. In fact, by (2.14), f <0 on
the left side of E, f > 0 on the right side of & and, by (2.11), g < 0 on the lower side of &
and g > 0 on the upper side of E. Therefore, there is at least a point (xo, ¥9) € E such that

f(x0,20) =0, g(x0,90) =0. (2.16)

The second condition in (2.16) then implies that (xo,y0) € T < F_, UF,. On the other
hand, f(xo, yo) <0 if (x0, y0) € F_; and f(x0,¥0) > 01if (x0, y0) € Fy. This gives a contra-
diction to the first condition in (2.16) and concludes the proof. O

Remark 2.4. We have just given a proof of Lemma 2.3 using the Poincaré-Miranda the-
orem. Conversely, it is easy now, following exactly the argument proposed by Poincaré
in [45] and recalled in Remark 2.2, to obtain a proof of the two-dimensional version of
the Poincaré-Miranda theorem using Lemma 2.3. In fact, consider a continuous vector
field (f,g) : E — R? as in Theorem 2.1. Using Lemma 2.3, we have that the compact set
{(x,y) € E:g(x,y) = 0} contains a continuum 6, connecting x = —a, to x = a; and, by
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Table 3.1
For every there is a(an)
path path
path arc
path continuum
arc arc
arc continuum
continuum continuum
o < A with y € o NI with
ondy #Dandond; # Q@ v())NRBy # D, and y(y) N By + D

the same reason, also the set {(x,y) € E: f(x,y) = 0} contains a continuum 6, connect-
ing y = —a, to y = a,. Since €; N6, # D (see, e.g., [35, Lemma 3] for a proof), we have
guaranteed the existence of a zero for the vector field ( f,g). See also [46] for still another
proof of Theorem 2.1, using Lemma 2.3. Finally, we observe that Lemma 2.3 seems to be
also connected to the Hex theorem [14] which claims the impossibility of a draw in the
Hex game.

Remark 2.5. We call the reader’s attention also to an interesting remark by Easton [13,
page 113] where the separation property of Lemma 2.3 is interpreted in the cohomologi-
cal setting.

3. Mappings with a stretching property and their fixed points

3.1. Main definition and some equivalent formulations. Let A = (A,547) and P =
(%B,%B~) be two oriented cells in the Hausdorff topological space X, let y : X 2 D, — X
be a continuous map, and let % < Dy, N A.

Definition 3.1. (D, y) is said to stretch A to B along the paths, in symbols:
(@, y): sl < B, (3.1)

if there is a compact set £ < 9 such that the following conditions are satisfied:

(H1) w(H) =B,
(H2) for every path o = A with o Ny # @ and o N AT # &, thereisapathy conK
with y(y) N By # @ and y(y) N By # .

Remark 3.2. This definition is slightly more general than the corresponding one proposed
in [42], where we assumed the properness of (%, ) on the bounded sets.

We also observe that there are various equivalent means to express the condition (H2).
They are listed in Table 3.1.

The interested reader is invited to provide a proof of this claimed equivalence.

We notice that (%,y) : A < B does not imply that y(9) < B. However, we do have
y(J) = %B.
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The compact set K plays a crucial role in our stretching definition (see also the cor-
responding Section 3.3). In some applications, a natural choice of K is explicitly known
in advance, in others, only its existence (in some implicit manner) will be guaranteed.
In what follows, to put in evidence the presence of J{ in the stretching condition, we
will write sometimes (2,3, y) : A <t 9B instead of (D,y) : gl <+ %B. Note also that
(@,H,y) : A <~ B implies that (9,9, y) : i <+ B for each D' with K < %' < s.
Therefore, if (Qb JHp) A <t QNS then (3,5, y) : A <+~ 9B and we can write simply
() < B to avoid redundancy Finally, when % = Dy, N o (e.g., when @ = o <
Dy), we also write y A <+ 9 for (Dy N, y): A < B

~

Remark 3.3. Using Lemma 2.3, it is easy to see that if (9,3, y) : d < 9B, then there is a
continuum 6 < ¥, joining 4 to 7.

A simple case in which we have the stretching property satisfied is given in the follow-
ing lemma.

LemMa 3.4. Let D < A and suppose that there is a compact set ¢ = 9D such that

(H3) for any path o = A such that o N Ay + @ and o N A] + O, there is a path y
0 N H such that y(y) € B and y(y) "By # D, y(y) N BT + D.

Then (2,y) - 5l < OB
Proof. The set

H={xe¥: y(x) B} (3.2)

is closed in J€ and thus, compact. By definition of ¥(;, we have that y(J) € B and there-
fore (H1) is satisfied. Now it is easy to check that (by our choice of i), (H3) implies (H2).
This ends the proof. O

Actually, the condition expressed in Lemma 3.4 is equivalent to Definition 3.1. The
proof of Lemma 3.4 also suggests the following consequence.

CoRrOLLARY 3.5. Let % < oA, and suppose that w1 (B) N'D is compact and

(H4) for any path o = A such that o N Ay + @ and o N A + O, there is a path y
0 ND such that y(y) € Band y(y) N By # F, y(y) N BT + D.

Then (9, v) - 5l < OB

Of course, an analogous table like that of Remark 3.2 can be considered with respect
to conditions (H3) and (H4).

We also observe that, according to Lemma 3.4 (for % = % = s{), when s < Dy, then
Y A <+ B, provided that for any path ¢ € o such that o N g # @ and 0 N A] + I,
there is a path y < o such that y(y) € Band y(y) N By # G, y(y) N BT + .

Other elementary observations are contained in the next results.
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~ ~

LEMMA 3.6. Suppose that (D1, K1, y1) : A <o B and (D2, 35, y2) B < %, then (%1,,
Hizsyaoyr): &ﬁ<1v-><€ with

@1’2:= {ZE@] :I//l(Z) 6@2}, 3{1)22= {263{1 21//1(2) 63{2}. (33)

LemMma 3.7. If (9,3, v) : sl <t B, then, for every M <y, s and every Ne, 3, it follows
that (% O MH O M, y) s M < N.

Proof. Both results easily follow from the definition. O

Remark 3.8. Let sl = (sd,547) be an oriented cell in the Hausdorff space X and let y : X 2
A — X be ahomeomorphism of s onto its image y(s4). In this case, as already explained
in the introduction, we can define a structure of oriented cell y(s4) for y(sd) by setting

() = () = (y(sd),y(d)),  with y(sh)™ =y (o). (3.4)

By Definition 3.1, it is clear that in this case we have y : <o R\&ﬁ/) More generally, if

v (only continuous and not necessarily a homeomorphism) is defined on l and B =
(9B,9B7) is another cell in X such that

v(dy) =By,  wldy) =By (3.5)
or

y(sdg) =By, y(dy) < By, (3.6)
then,l//:&Nﬁ<1w973.

3.2. The fixed point property

THEOREM 3.9. Let 9 = (R, R7) be an oriented cell in X. If (D, H,y): R <t 97?,, then there
is w € J such that y(w) =

Proof. The proof is almost the same like that we already presented in [42, Theorem 6] or
[43, Theorem 1]. We give some details of it for completeness.

Let g: 9o %R. SettingF = ¢~ (H) and ¢ = (¢1,4) = g~ o ¥ o g, we have that (F,¢) :
9 < QNZ, where we have set (F,¢) for (%, %F,¢). For x = (x1,x2) € 2, we consider the
compact set

F={xeF:¢i(x) =x1}. (3.7)

Note that ¢(F) = 2 (by (H1)). Let 0 = Q be a path such that 6 N 2; # & and o N
9, # @. By the stretching hypothesis, there is a subpath y < 0 N F with ¢(y) = 2 and
d(y) Ny #+ D as well as ¢(y) N2, # D. Therefore, 0 < ¢1(x) < 1, for all x € y and,
moreover, ¢;(y) =0 < y; and ¢;(z) = 1 = z; for some points y = (y1,y,) and z = (z1,22)
in y. By the Bolzano theorem, the map x — ¢1 (x) — x1 vanishes somewhere in y, that is,
there is some point x € y € 0 N F with ¢;(x) = x;. In this manner, we have proved that
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any path contained in 2 and joining 9; to 2, intersects the set ¥. As a consequence of
Lemma 2.3, we know that & contains a continuum € joining 9} to 9/. From € < ¥ < &
and ¢(F) < 2, it also follows that ¢,(6) < [0,1] so that x, — ¢,(x) <0 forx e €N}
and x; — ¢ (x) = 0 for x € € N 2. Applying again the Bolzano theorem, we have the ex-
istence of a point z = (z1,2,) € € such that ¢,(z) = z; and, as z € € = ¥, we also know
that ¢1(z) = z; so that we conclude that ¢(z) = z, with z € &. Clearly, w = q(z) e K is a
fixed point of y. This concludes the proof. O

Remark 3.10. Variants of Theorem 3.9 can be easily obtained by considering the cases
in which one component or both components of R~ degenerate to a point. For exam-
ple, consider the situation in which we have a two-dimensional cell ® < X and we se-
lect two different points Py, P, € 0R. Assume that there is a compact set # = % such
that for any path ¢ = R with P;,P, € ¢ there is a path y < ¢ N ¥ such that P,,P,
v(y) € R. Then, as a consequence of Theorem 3.9, we can prove the existence of a fixed
point of ¥ in #. Indeed let $; = g~(Py) and S, = g~ (P,), where g : 9.0— %. It is pos-
sible to find a continuous surjection p: 2 — 9 such that p(9;) = {Si}, p(2;) = {S:}
and p: 2\ (2, U2, ) — 2\ {81,5,} is bijective. Then, if we set ¢ =g Loy ogop, we
have that (¢,X) : 2 <~ 9 for a suitable choice of the compact set  and Theorem 3.9
applies.

Remark 3.11. We just gave a proof of Theorem 3.9 by an argument based on Lemma 2.3,
which, in turn, was proved using the Poincaré-Miranda theorem. On the other hand,
the Poincaré-Miranda theorem itself (Theorem 2.1) can be proved via Lemma 2.3 as we
showed in Remark 2.4 using Poincaré suggestion. So, it is not a surprise if we can give now
a proof of Theorem 2.1 via Theorem 3.9. To this end, we consider the continuous (f,g) :
E =[-a,a1] X [-ay,a,] — R? such that f(—ay,y) <0 < f(ay,y), for each |y| < a,, and
g(x,—ay) <0 < g(x,az), for each |x| < a;. We take a standard orientation of E, taking
by E- the union of its left and right sides. Without loss of generality we also assume,
like in the proof of Theorem 2.1, that a; = a, = 1 and recall the map #: R — R, 7(s) =
min{l,max{—1,s}}, in order to define y as

ViES (x,p) — (x+ f(x,p),n(y—gx,))). (3.8)

Now, it can be easily checked that y : & <+ E, and therefore, by Theorem 3.9, we have
that there is (xo, o) € E such that w(xo, o) = (x0, y0). A direct inspection allows now
to verify that f(xo, yo) = 0 and g(xo, y0) = 0 and with this our proof ends. Thus we can
conclude that, like the Poincaré-Miranda theorem, also Theorem 3.9 is equivalent to the
Brouwer fixed point theorem in dimension N = 2.

3.3. The role of the compactness in the definition. We consider an oriented cell which
is a rectangle of the plane R = (R, R ), with

R =[0,1] x [-1,1], Ry = {0} x[-1,1], Ry ={1} x[-1,1]. (3.9)
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We consider the subset ' of R defined by

X {1}> (3.10)

and put

D = ([031] X [_1’1]) \r

(U)o (Ol srmnn) O

k=1 k=1

For (x,y) € @ = R, we define the map v : & — R?,
m\ 1 1
(cotan(;),z(y+l)), for {;J odd,

(cotan(%),%(y— 1)), for {iJ even,

where | 7] is the integer part of the real number r, that is, the greatest integer j such that
jsr<j+l.

A simple analysis shows that the following stretching property holds with respect to
the pair (9, y):

y(x,y) = (3.12)

(H5) foreverypatho € Rwitho NRy # D ando NRT| # , thereisapathyconD
with y(y) € Rand y(y) N Ry # T, v(y) "Ry + D.

It is evident that (H5) is exactly the same like (H4) of Corollary 3.5 with { = B = R,
however, (%,v) : R<t> R according to Definition 3.1 or its equivalent versions (e.g.,
Lemma 3.4). The failure of the compactness condition in Definition 3.1 has as a conse-
quence the fact that Theorem 3.9 cannot be applied and, in fact, the map y(x, y) defined
above has no fixed points. Moreover, also the property of Remark 3.3 cannot be invoked
here since, in our example, % does not contain any connected subset € with € "R{ # @
and € NRT # O, in spite of the fact that D N R # @ and D N RT + .

3.4. Intersection of cells and the fixed point property. Let oA = (A, A7), P = (9B, B),
and Jl = (M, M) be oriented cells in X.

Definition 3.12. (see Figure 3.1) 9B is said to cross o in AL, in symbols:

Me (AP}, (3.13)
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Figure 3.1. Example of oriented cells R (white) and w(gt) (light color) crossing into a slice a (darker
color) and thus giving a fixed point in Jl for a homeomorphism y : R — y(R). The [-] -sets are in-
dicated with a bold line. Among the two cells which are the connected components of the intersection
w(R) N R, only one is suitable to play the role of the [l for the application of Corollary 3.16.

if

Me, s,  Mc, %, (3.14)

Remark 3.13. We borrowed the symbol rh from the case of transversal intersections. How-
ever, we point out that even if Me {&NQ M 973} holds when & and % are manifolds with
(piecewise) smooth boundary and 9B intersects transversally 54 in Al (with the boundary
of M made of the [-] -sets of & and the [-]*-sets of B), nevertheless, B may cross A
according to our definition also in cases in which a transversal intersection of the two
cells does not occur.

THEOREM 3.14. Let ol = (A, A™) and P = (B, B~) be oriented cells in X. If (D,H,y):

A <~ B and there is an oriented cell M such that M € {&Z M 975}, then there exists w €
I N M such that y(w) = w.

Proof. By definition, from Me {&NQ M 973}, we know that Al Sh o and M <, %R, Then, by
Lemma 3.7 and the assumption that (9,%,y) : 4 <~ B, we have that

(@ O M M) A <is A (3.15)

Hence, we can apply Theorem 3.9 which guarantees the existence of a fixed point w for v
with w € I N . This concludes the proof. O

Remark 3.15. A possible geometric interpretation of Theorem 3.14 may lead to the fol-
lowing description. Consider two cells and a continuous map ¥ which deforms the first
cell into the second one, by expanding the first cell along the west-east direction and con-
tracting it north-south, then y has at least a fixed point in the intersection of the two
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cells (provided that such an intersection has a suitable “good” embedding into the two
cells). This makes some connection between Theorem 3.14 and various related results of
fixed points for maps satisfying an expansion-contraction property, either from the area
of ordinary differential equations (e.g., [2, 24]) or from the realm of the applications of
the fixed point index, or degree theory, or Lefschetz-type fixed point theorems (see, e.g.,
[53, 61, 63, 64] for very general results).

A direct application of Theorem 3.14 and of Remark 3.8 gives the following corollary.

COROLLARY 3.16. Let R = (R, R™) be an oriented cell in X and let y : Dy 2 R — y(R)

X be a homeomorphism of R onto its image. If w((jt) crosses R at some oriented cell M, then
v has at least one fixed point in M = R N y(R).

A further development of the above-considered definition of crossing of two cells com-
bined with the stretching property comes now with Section 4.
4. Topological horseshoes and coin-tossing dynamics

In this section, we show a natural application of our approach to topological horseshoes
(see, e.g., [21]), that is, we prove some features which are common to the classical Smale
horseshoe (cf. [34, 50, 51, 58]) under a general topological setting.

Let ¥ : X 2 Dy — X be a continuous map. Following [22] and modifying a little a
corresponding definition considered therein, we say that y has a chaotic dynamics of coin-
tossing type on k symbols if k = 2 and there is a metrizable space Z < X and k pairwise
disjoint compact sets W,..., Wy © Z N Dy, such that, for each two-sided sequence (s,) ez
with

spne€{l,....k}, VnelZ, (4.1)
there is a sequence of points (z,),ez with

zn €Ws,, zZpn =V¥(2z4), VneZzZ. (4.2)

TaeoReM 4.1. Suppose that A = (A, A™) and P = (B, B~) are oriented cells in X. If
(D,H,v) : A <t~ B and there are k > 2 oriented cells M, ..., My such that

M (AhBY, fori=1,..k (4.3)
with
MinM;nI =D, Vi#j, withi,je {1,...,k}, (4.4)

then the following conclusions hold:

(a1) v has a chaotic dynamics of coin-tossing type on k symbols (with respect to the sets
W; =% =H n ),
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(az) for each one-sided infinite sequence s = (50,51,...,Sn>-..) € {1,...,k}" there is a con-
tinuum €% < I, with

€ n(My)y + 2, €nlly)] +9, (4.5)
such that for each point w € K, , the sequence
zinn=vy(zj), zo=w, forj=0,1,..,n,... (4.6)
satisfies
zied, Vj=0,1,..,n,..., (4.7)

(a3) y has a fixed point in each set I; := M; N I and, for each finite sequence (59,515 ..>Sm)
€ {1,....k}" with m > 1, there is at least one point z* € H, such that

zii1=vy(zj), zo=2z" forj=0,1,...,m (4.8)
defines a sequence of points with
zi€Hy, Vji=0,1...,m, zpuy =25 (4.9)
Proof. We begin by claiming that
(Hiw): B <~ B, Vi=1,..,k (4.10)

Indeed, it is immediate to check that 1//(?7{ ) € B it H; = H n M;. Moreover, let 0 = B be a
path with e N By # D # 0 N R ; since M; <, 9B, itis possible to find a path ¢” < M; such
that o’ N (M;)g # @ # o’ N (M;)]; we have in particular that o' N sy # @ # o' N A7,
since M,- Sh A. By condition (H2) in Definition 3.1 there isa pathy < o' NI =o' nJH;
such that y(y) N B, # @ # y(y) N BT and our claim is proved.

We are now in position to apply a result already obtained in [43] and statements (a;),
(a2), and (as3), respectively, follow from statements (e;), (e2), and (e3) of [43, Theorem
2.4]. The corresponding proof in [43] is performed for cells embedded in R?, but it is
straightforward to check that the same argument works here without any modification.

O

Using Remark 3.8 and Theorem 4.1, we obtain the following corollary.

COROLLARY 4.2. Let R = (R, R7) be an oriented cell in X and let y : Dy 2 R — y(R) <

X bea homeomorphlsm of R onto its image. If there are k > 2 pairwise disjoint oriented
cells JI/Ll, A/Lk such that J(/L IS {9{ My ( %)} fori=1,...,k, then the same conclusions of
Theorem 4.1 hold with respect to } = R (see Figure 4.1 ).

We conclude this paper with the following theorem which is a restatement of [43,
Theorem 2.2] for the general setting of topological spaces. The proof is omitted as it
does not require any substantial change with respect to the argument presented in [43,
Theorem 2.2]. We also refer to [43] for other related results and applications.
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™
) -

Figure 4.1. Example of oriented cells % (white) and 1//(?7{) (light color) with crossings into three slices
(darker color) and thus giving a coin-tossing dynamics on three symbols for a homeomorphism v :
R — y(R). The -] -sets are indicated with a bold line. Among the five cells which are the connected
components of the intersection y(R) N R, only the three painted with darker color are suitable to
play the role of the Jl;’s for the application of Corollary 4.2.

THEOREM 4.3. Assume that in X there is a (double) sequence of oriented cells (&Zi)iez and
maps ((Di, ¥i))iez, with D; € A, such that (D, Ki, vi) : Ay <t iy for each i € Z. Then
the following conclusions hold:

(b1) there is a sequence (w;)icz with w; € J; € D; and yi(w;) = wiy for all i € Z;

(by) for each j € 7Z there is a compact and connected set ‘€ ; <} ; satisfying

C@jﬁ(&@j)Z#@, %]ﬂ(&q]):#g (4.11)

and such that for each w € € there is a sequence (ye)e=j, with ye € De and y; = w,
Yer1 = We(ye) for each € = j; o

(bs) ifthere are integers h, k with h < k such that sd, = Ay, then there is a finite sequence
(zi)h<i<k> with z; € D; and yi(z;) = ziyy for each i = h,...,k — 1, such that zj, = z,
that is, zj, is a fixed point of Yx_y 0« - - o Yy
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