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We show that a discrete fixed point theorem of Eilenberg is equivalent to the restriction
of the contraction principle to the class of non-Archimedean bounded metric spaces. We
also give a simple extension of Eilenberg’s theoremwhich yields the contraction principle.

1. Introduction

The following theorem (see, e.g., Dugundji and Granas [2, Exercise 6.7, pages 17-18]) was
presented by Samuel Eilenberg on his lecture at the University of Southern California,
Los Angeles in 1978. (I owe this information to Professor Andrzej Granas.) This result
is a discrete analog of the Banach contraction principle (BCP) and it has applications in
automata theory.

Theorem 1.1 (Eilenberg). Let X be an abstract set and let (Rn)∞n=0 be a sequence of equiv-
alence relations in X such that

(i) X ×X = R0 ⊇ R1 ⊇ ··· ;
(ii)

⋂∞
n=0Rn = ∆, the diagonal in X ×X ;

(iii) given a sequence (xn)∞n=0 such that (xn,xn+1) ∈ Rn for all n ∈ N0, there is an x ∈ X
such that (xn,x)∈ Rn for all n∈N0.

If F is a self-map of X such that given n∈N0 and x, y ∈ X ,

(x, y)∈ Rn =⇒ (Fx,Fy)∈ Rn+1, (1.1)

then F has a unique fixed point x∗ and (Fnx,x∗)∈ Rn for each x ∈ X and n∈N0.

(The letter N0 denotes the set of all nonnegative integers.) A direct proof of Theorem
1.1 will be given in Section 2. However, our main purpose is to show that Eilenberg’s
theorem (ET) is equivalent to the restriction of BCP to the class of non-Archimedean
bounded metric spaces. This will be done in Section 3. Recall that a metric d on a set X is
called non-Archimedean or an ultrametric (see de Groot [1] or Engelking [3, page 504]) if

d(x, y)≤max
{
d(x,z),d(z, y)

} ∀x, y,z ∈ X. (1.2)
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Then, in fact, d(x, y)=max{d(x,z),d(z, y)} if d(x,z) �= d(z, y), and therefore, each non-
Archimedean metric space has the extraordinary geometric property that each three
points of it are vertices of an isosceles triangle. We notice that non-Archimedean metrics
are useful tools in many problems of fixed point theory (see, e.g., [6, proofs of Theorems
3, 4, and 5] on connections between some nonlinear contractive conditions, [7, 8] on
converses to contraction theorems, [5, Example 1] concerning a comparison of two fixed
point theorems of the Meir-Keeler type). Moreover, there is also a variant of the BCP
for self-maps of a non-Archimedean metric space proved by Prieß-Crampe [10] (also see
Petalas and Vidalis [9]).

It turns out that, in general, the contraction principle cannot be derived from ET since
each mapping satisfying assumptions of the latter theorem need not be surjective unless
its domain is a singleton (cf. Corollary 3.3). Therefore, in Section 4 we establish a slight
extension of ET (cf. Theorem 4.1) which is strong enough to yield the contraction princi-
ple. A paper of Grudziński [4] goes in a similar direction; however, he was able to obtain
only some particular cases of the contraction principle via a discrete argument. Finally,
we discuss a variant of ET given by Rus [11] (cf. Remarks 2.1 and 4.3).

2. Proof of Eilenberg’s theorem

We give here a direct proof of Theorem 1.1. Fix an x ∈ X . By (i), (x,Fx)∈ R0. Hence by
(1.1), we may infer that (Fnx,Fn+1x)∈ Rn for all n∈N0. By (iii), we obtain the existence
of an x∗ ∈ X such that

(
Fnx,x∗

)∈ Rn ∀n∈N0. (2.1)

Hence, again by (1.1), we get that (Fn+1x,Fx∗)∈ Rn+1; equivalently, (Fnx,Fx∗)∈ Rn for
all n∈N, the set of all positive integers, and also for n= 0 since R0 = X ×X . Thus, given
n∈N0, we have by the symmetry that (Fx∗,Fnx)∈ Rn. Hence, by (2.1), we get using the
transitivity that

(
Fx∗,x∗

)∈ Rn ∀n∈N0. (2.2)

By (ii), this yields that x∗ = Fx∗. We show that x∗ is a unique fixed point of F. Let y∗ =
Fy∗. Then (x∗, y∗) ∈ R0, so by (1.1), (Fnx∗,Fny∗) ∈ Rn, that is, (x∗, y∗) ∈ Rn for all
n∈N0. Hence by (ii), we get that x∗ = y∗ which completes the proof.

Remark 2.1. Observe that a point x from condition (iii) is uniquely determined: if (xn,x′)
∈ Rn, then (x′,xn)∈ Rn and by the transitivity, (x′,x) ∈ Rn for all n∈ N0 which, by (ii),
yields that x′ = x. Actually, a minor modification of the above proof shows that the as-
sumptions of Theorem 1.1 could be weakened: the relations Rn need not be transitive if
we assume the uniqueness of a point x in condition (iii). This exactly was done in [11,
Theorem 5].

3. Eilenberg’s theorem and the contraction principle

Theorem 3.1. Let F be a self-map of an abstract set X and α∈ (0,1). The following state-
ments are equivalent.
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(i) There exists a sequence (Rn)∞n=0 of equivalence relations in X such that the assump-
tions of ET are satisfied.

(ii) There exists a non-Archimedean bounded and complete metric d such that F is an
α-contraction with respect to d.

Proof. (i)⇒(ii). Given two distinct elements x, y ∈ X , it follows from Theorem 1.1(i) and
(ii) that the set {n∈N0 : (x, y)∈ Rn} is of a form {0,1, . . . , p} for some p ∈N0. Then set
p(x, y) := p. If x = y, set p(x, y) :=∞. Next define

d(x, y) := αp(x,y) ∀x, y ∈ X (3.1)

under the convention that α∞ = 0. Clearly, d(x, y) = 0 if and only if x = y. Since the
function p(·,·) is symmetric, so is d. We show that condition (1.2) holds. Fix elements
x, y, z in X . Without loss of generality, we may assume that x, y, and z are distinct. Then
(x,z)∈ Rp(x,z) and (z, y)∈ Rp(z,y). Set

k :=min
{
p(x,z), p(z, y)

}
. (3.2)

Since (Rn)∞n=0 is descending, we get that (x,z),(z, y) ∈ Rk. By the transitivity, (x, y)∈ Rk

and hence p(x, y)≥ k. Then, by the definition of k,

d(x, y)= αp(x,y) ≤ αk =max
{
αp(x,z),αp(z,y)}=max

{
d(x,z),d(z, y)

}
(3.3)

which means that d is a non-Archimedean metric. Clearly, d is bounded. We show that
d is complete. Let (xn)∞n=1 be a Cauchy sequence in (X ,d). Then there is a subsequence
(xkn)

∞
n=0 such that

d
(
xkn ,xkn+1

)
< αn. (3.4)

Set yn := xkn . Since d(yn, yn+1) < αn, we may infer that p(yn, yn+1) > n. Hence and by the
definition of p, (yn, yn+1)∈ Rn. By hypothesis, there is a y ∈ X such that (yn, y)∈ Rn for
all n∈N0. Then p(yn, y)≥ n which yields that d(yn, y)≤ αn. Hence (xn)∞n=1 is convergent
as a Cauchy sequence containing a convergent subsequence.

Finally, we show that F is an α-contraction. Fix two distinct elements x, y ∈ X . Then
(x, y)∈ Rp(x,y), so by (1.1), (Fx,Fy)∈ Rp(x,y)+1. Hence p(Fx,Fy)≥ p(x, y) + 1 which im-
plies that

d(Fx,Fy)= αp(Fx,Fy) ≤ αp(x,y)+1 = αd(x, y). (3.5)

(ii)⇒(i). Define

Rn :=
{
(x, y)∈ X ×X : d(x, y)≤ αnδ(X)

} ∀n∈N0, (3.6)

where δ(X) denotes the diameter of X . Then it is obvious that Rn are reflexive, symmetric
and conditions (i) and (ii) of Theorem 1.1 hold. The transitivity of Rn follows easily from
(1.2). We verify condition (iii) of Theorem 1.1. Assume that a sequence (xn)∞n=0 is such
that

(
xn,xn+1

)∈ Rn (3.7)
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for all n∈N0. Hence the series
∑∞

n=1d(xn,xn+1) is convergent which implies that (xn)∞n=0 is
a Cauchy sequence. By completeness, xn→ x for some x ∈ X . We prove that (xn,x)∈ Rn.
Fix an n∈N0. By induction, we show that

(
xn,xn+k

)∈ Rn (3.8)

for all k ∈ N. By (3.7), condition (3.8) holds for k = 1. Assume that (3.8) is satisfied for
some k ∈N. By (3.7), (xn+k,xn+k+1)∈ Rn+k. Since (Rn)∞n=0 is descending, wemay infer that
(xn+k,xn+k+1) ∈ Rn. Hence and by the transitivity, (xn,xn+k+1) ∈ Rn which completes the
induction. Now letting k tend to the infinity in (3.8), we obtain that (xn,x) ∈ Rn since
Rn is a closed subset of the product X ×X . This completes the proof of Theorem 1.1(iii).
Finally, (1.1) is an immediate consequence of the fact that the mapping F is an α-con-
traction. �

Corollary 3.2. ET is equivalent to BCP∗, the restriction of the BCP to the class of non-
Archimedean bounded metric spaces.

Proof. By Theorem 3.1, the assumptions of ET and BCP∗ are equivalent. Thus we need
here only to verify the suitable property of a sequence of successive approximations. That
ET implies BCP∗ follows from the fact that, under the assumptions of BCP∗, if (Rn)∞n=0
is defined by (3.6), then by ET, F has a unique fixed point x∗ and (Fnx,x∗)∈ Rn, that is,
d(Fnx,x∗) ≤ αnδ(X); in particular, Fnx→ x∗. We show implication BCP∗ ⇒ ET. Under
the assumptions of ET, if d is defined by (3.1), then by BCP∗, F has a unique fixed point
x∗. Moreover, given n∈N0 and x ∈ X ,

d
(
Fnx,x∗

)= d
(
Fnx,Fnx∗

)≤ αnd
(
x,x∗

)≤ αn. (3.9)

Hence p(Fnx,x∗)≥ n which implies that (Fnx,x∗)∈ Rn. �

Corollary 3.3. Under the assumptions of ET, the intersection
⋂

n∈NFn(X) is a singleton.
Hence a mapping F is not surjective unless X is a singleton. As a consequence, the contraction
principle cannot be derived from ET.

Proof. By Theorem 3.1, a mapping F is a Banach contraction with respect to some
bounded and complete metric. Then the diameters of sets Fn(X) tend to 0 and F has a
fixed point x∗ which implies that

⋂
n∈NFn(X)= {x∗}. The second statement is obvious.

The last statement follows from the fact that there exist surjective Banach contractions;
for such mappings, ET is not applicable. �

4. An extension of Eilenberg’s theorem

The letter Z denotes the set of all integers.

Theorem 4.1. Let X be an abstract set and (Rn)n∈Z a sequence of reflexive and symmetric
relations in X such that

(i) given n∈ Z, if (x, y)∈ Rn and (y,z)∈ Rn, then (x,z)∈ Rn−1;
(ii)

⋃
n∈ZRn = X ×X , and ··· ⊇ R−1 ⊇ R0 ⊇ R1 ⊇ ··· ;

(iii)
⋂

n∈ZRn = ∆;
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(iv) given a sequence (xn)∞n=1 such that (xn,xn+1) ∈ Rn for all n ∈ N, there is an x ∈ X
such that (xn,x)∈ Rn−1 for all n∈N.

If F is a self-map of X such that given n∈ Z and x, y ∈ X , condition (1.1) is satisfied, then
F has a unique fixed point x∗, and given x ∈ X , there is a k ∈N such that (Fk+nx,x∗)∈ Rn

for all n∈N.

Proof. By (ii), given x ∈ X , there is a p ∈ Z such that p < 0 and (x,Fx) ∈ Rp. Then by
(1.1), (F−px,F−p+1x)∈ R0. Denote y := F−px. Again by (1.1), we get that (Fny,Fn+1y)∈
Rn for all n∈N, so by (iv), (Fny,x∗)∈ Rn−1 for some x∗ ∈ X and for all n∈N. By (1.1),
(Fn+1y,Fx∗) ∈ Rn. Since (x∗,Fn+1y) ∈ Rn, we may infer from (i) that (x∗,Fx∗) ∈ Rn−1.
Thus by (iii),

(
x∗,Fx∗

)∈ ⋂
n∈N0

Rn =
⋂
n∈Z

Rn = ∆, (4.1)

so x∗ is a fixed point of F. A similar argument as in the proof of Theorem 1.1 shows
that x∗ is a unique fixed point. Moreover, (Fn+1y,x∗)∈ Rn, that is, (Fk+nx,x∗)∈ Rn with
k := 1− p. �

It is easily seen that ET is subsumed by Theorem 4.1. In particular, condition (i) is
weaker than the transitivity of all Rn. In view of Corollary 3.3, the following result shows
the advantage of Theorem 4.1 over Theorem 1.1.

Proposition 4.2. Theorem 4.1 implies the contraction principle.

Proof. Under the assumptions of the contraction principle, define

Rn :=
{
(x, y)∈ X ×X : d(x, y)≤ 1

2n

}
∀n∈ Z. (4.2)

The triangle inequality implies that Theorem 4.1(i) holds. It is clear that Theorem 4.1(ii)
and (iii) are satisfied. To verify Theorem 4.1(iv), assume that (xn,xn+1)∈ Rn for all n∈N,
that is, d(xn,xn+1)≤ 1/2n. Then (xn)∞n=1 is a Cauchy sequence, hence convergent to some
x ∈ X . Since

d
(
xn,xn+k

)≤
∞∑
i=n

d
(
xi,xi+1

)≤
∞∑
i=n

1
2i
= 1

2n−1
, (4.3)

we may infer, letting k tend to the infinity, that d(xn,x) ≤ 1/2n−1, that is, (xn,x) ∈ Rn−1.
Thus Theorem 4.1(iv) holds. Assume that F : X �→ X is a Banach contraction. Then there
is an m ∈ N such that Fm is a 1/2-contraction. Denote G := Fm. Clearly, given n ∈ Z,
(x, y)∈ Rn implies that (Gx,Gy)∈ Rn+1. By Theorem 4.1, G has a unique fixed point x∗,
and given x ∈ X , there is a k ∈N such that (Gk+nx,x∗)∈ Rn, that is, d(Gk+nx,x∗)≤ 1/2n

for all n∈N. HenceGnx→ x∗. A well-known trick with an iterate of F is to infer that also
Fnx→ x∗ and x∗ = Fx∗. �

Remark 4.3. A variant of ET given by Rus [11] (cf. Remark 2.1) implies the contraction
principle for bounded metric spaces (see [11, Theorem 9]). However, the assumptions of
his result also force that a mapping F need not be surjective unless X is a singleton. This
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can also be shown without a metric argument. Suppose that F(X)= X . Then Fn(X)= X
for all n∈N. By (1.1),

X ×X = Fn(X)×Fn(X)⊆ Rn. (4.4)

Hence by (1.1), we get that X ×X = ∆, that is, X is a singleton. Thus Rus’ theorem cannot
be applied if F is a surjective Banach contraction on an unbounded metric space.

We close the paper with the following question.

Question 4.4. Is it possible to find such an extension of ET which would be equivalent to
the contraction principle?
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